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Abstract. Artificial Intelligence (AI) has been applied in various fields such as healthcare for diagnosing diseases. ChatGPT- 4o, 

a generative AI chatbot powered by a Large Language Model (LLM) with improved real-time voice, represented a significant step 

forward in interactive communication. This study applied the framework of the unified theory of acceptance and use of technology 

to investigate university students’ experiences and perception of using ChatGPT-4o as a therapist, exploring ChatGPT-4o’s 

therapeutic potential. The research findings suggested that ChatGPT-4o, with its authentic human voice interaction, could create 

a natural and engaging conversation, offering affordable and convenient mental health support especially when human therapists 

were not available. Moreover, participants valued its non-judgmental space for easier emotional expression and practical multi-

faceted advice. However, findings also reported that AI may fall short compared to human therapists in the lack of emotional depth 

and empathy. This study filled the literature gap through its focus on university students’ experiences and perceptions of ChatGPT-

4o as a primary therapist with real-time voice interaction, an area that had not been thoroughly explored in previous studies on AI 

tools in therapy. Meanwhile, it further helped to provide valuable perspectives on how AI could enhance emotional well-being by 

providing adaptable, readily available support.   
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1. Introduction   

Psychological wellbeing has been essential for individuals to lead fulfilling and meaningful lives [1]. Research found that 

approximately 20.3% of university students reported having mental disorder, with anxiety and mood disorders being the most 

prevalent [2]. This high stress level may lead to emotional exhaustion, poor academic performance, a lower quality of life, and 

even dropping out of university [3]. However, many university students, despite experiencing high levels of stress, chose not to 

use the counselling service due to the high cost of this service. Even when counselling was provided for free at universities, 

students’ feelings of stigma and lack of awareness hindered them from seeing a therapist. In addition, universities often lacked 

enough counsellors, leading to unmet needs for timely mental support [3]. Notably, only 16.4% of university students having 

mental disorder received minimally adequate treatment for their mental health conditions [2]. Therefore, providing effective 

strategies was essential to support students’ mental health and strengthen their emotional resilience. In light of the growing stress 

and mental health concerns among university students, researchers have sought to use AI tools as supportive tools to provide 

counselling services and found them to be effective [4]. Yet, researchers also found the limitations of AI tools, including privacy 

concerns [5], a lack of engagement and empathy [6, 7] and the risk of over-reliance on automated systems [8].  

This study used ChatGPT-4o as a therapist to provide mental health support for university students. As a multilingual 

Generative Pre-trained Transformer (GPT) developed by OpenAI in May 2024, this latest version of ChatGPT excels in providing 

human-like conversations, setting new records in audio speech recognition, and enabling real-time voice-to-voice conversation [9]. 

The CEO of OpenAI Sam Altman highlighted that ChatGPT-4o aimed to bridge the gap between human and AI interactions, 

making AI feel more like a natural extension of human communication (Ibid). Therefore, this study, by investigating the users’ 

experience with ChatGPT-4o, sought to understand its potential in improving people’s mental wellbeing. Cognitive Behavioural 

Therapy (CBT), as one of the most widely used psychology interventions [10], was used in this study to address maladaptive 
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thinking and behavior of the university. By the time the research was completed, no existing research had investigated users’ 

perceived experience of using ChatGPT-4o, particularly its human-like voice interaction, as it is the latest chatbot featuring real 

human voice interaction. The research findings help to provide valuable perspectives on how AI could enhance emotional well-

being by providing adaptable, readily available support. 

2. Literature review  

Previous studies had investigated how AI tools assisted therapists in pre-therapy [11], during-therapy and post-therapy in clinical 

settings [12]. In pre-therapy, AI enabled early detection of issues by analysing patients’ data and reducing the initial workload for 

therapists. During therapy, AI improved the quality and adaptability of sessions by providing real-time insights, structured 

feedback, and continuous monitoring. In post-therapy, AI offered ongoing monitoring, providing immediate support, and 

predicting future risks to prevent relapse. These studies mainly explored AI’s data processing and analysis function, and did not 

focus on users’ experiences when interacting with AI processing authentic human voice [13]. Additionally, AI in these studies was 

used as an auxiliary tool by therapists rather than serving as the primary therapist. The role that AI played as a primary therapist 

remained an underexplored area [14]. Yet, understanding users’ experience of using AI as a primary therapist was important, as 

their perceptions could reflect people’s acceptance level and the possibility of the widespread adoption of such technology in the 

sector of mental health care [15]. Therefore, this study explored users’ experiences and perceptions of ChatGPT-4o as a primary 

therapist and provided valuable perspectives on how AI could enhance emotional wellbeing by providing adaptable, readily 

available support.  

Cognitive Behavioural Therapy (CBT), a psychosocial intervention focusing on identifying automatic thoughts, intermediate 

beliefs, and core beliefs, has the adaptation for specific disorders such as children’s and adults’ ADHD, insomnia, and bulimia 

nervous, which all reflect CBT’s positive influence on those mental problems [16-18]. Previous studies have used AI to facilitate 

the use of CBT, finding AI could effectively enhance the therapeutic impact of CBT by using guided questioning, counter-

questioning, reflection, and suggestions to challenge their underlying beliefs [19, 20]. These studies found that AI significantly 

enhanced CBT by optimizing thought records, predicting emotions and improving cognitive restructuring, leading to reductions 

in negative emotions [10, 19]. Additionally, AI facilitated real-time monitoring, assisted in detecting cognitive distortions, offering 

accessible mental health support through chatbots like Woebot and Wysa [21]. Yet, these studies had limitations including the lack 

of large-scale validation in real-world settings and the use of limited datasets without multimodal insights [10, 19, 21]. This study 

collected university students’ perceptions of AI in therapy, bridging gaps left by prior research that focused more on technical or 

clinical aspects. Meanwhile, it also introduced real-time voice communication to enhance engagement beyond text-based 

interactions.  

The Unified Theory of Acceptance and Use of Technology (UTAUT) was a model that explained how users accept and use 

technology based on key factors such as performance expectancy, effort expectancy, social influence, and facilitating conditions 

[22]. Performance Expectancy is the belief that using a technology will improve an individual’s job performance or help them 

achieve desired outcomes. Effort Expectancy is the perceived ease of using a technology, with simpler and more user-friendly 

systems being more likely to be adopted. Social Influence refers to the extent to which an individual feels that important others 

expect or encourage them to use a particular technology. And facilitating conditions refers to the availability of organizational and 

technical resources that support the use of a technology, making it easier for individuals to adopt and use it effectively [22]. Two 

factors in this theory, namely social pressure and facilitating conditions, were not considered. Social pressure referred to the degree 

of encouragement a person received to adopt and use the technology, but this research did not focus on public encouragement 

towards the use of AI in therapy. Facilitating conditions, which included the availability of resources and support, made it easier 

for users to adopt the technology. ChatGPT-4o, however, as an application on phones or tablets, was accessible enough to assume 

the role of an AI therapist. Through their experiences with AI, participants could perceive the benefits of using ChatGPT-4o for 

mental health support, corresponding to performance expectancy, or the perceived benefits of using the technology. Meanwhile, 

participants also reported how easy or difficult it was to learn and use ChatGPT-4o as a therapist.   

3. Methods  

This study adopted a small-scale exploratory approach to investigate the participating students’ perceptions regarding the use of 

ChatGPT-4o as their therapist. Participants, documenting their experiences and feedback, engaged in a weekly one-hour CBT-

based consultations with ChatGPT-4o for an oral conversation for six weeks from June to July in 2024. This approach aimed to 

improve the quality of the conversation and assess AI’s effectiveness in supporting mental health.   

3.1. Research participants  

The research site was a teaching university located in the eastern of China. The researchers recruited the participants by posting 

advertisements on an online platform accessible to all students within the university. Before recruitment, participants were 
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provided with a detailed informed consent form explaining the nature of the study, how their data would be handled, and their 

right to withdraw at any time. To recruit participants, a questionnaire was administered to assess mental health conditions, 

including depression and suicidal tendencies, as well as the participants’ motivation for personal psychological growth. The results 

showed that these twenty-one university students who volunteered to participate in this study were experiencing different mental 

health challenges. Prior to the study, all of the participants had used AI but neither of them had the experience of using ChatGPT-

4o, nor of having a speech-to-speech conversation with AI.  Table 1 shows the basic information of 21 participants. 

Table 1. Students’ profile 

ID Gender Year Major 

1 Female One Education 

2 Female Three Education 

3 Male Two Philosophy 

4 Female One Journalism and Media Studies 

5 Female Two English Language and Literature 

6 Female Two English Language and Literature 

7 Female Two English Language and Literature 

8 Male Two Chinese Language and Literature 

9 Male Four Japanese Language and Literature 

10 Female Two Physics 

11 Female Three Biological Sciences 

12 Female One Biological Sciences 

13 Male Two Computer Science 

14 Female Three Computer Science 

15 Male Two Finance 

16 Female Four Finance 

17 Female Two Geography 

18 Female Three Geography 

19 Male One Chemistry 

20 Male One Mathematics and Applied Mathematics 

21 Male Two Mathematics and Applied Mathematics 

3.2. Training    

3.2.1. Before training   

The researchers chose two books translated into Chinese (as all the prompts and the CBT intervention were conducted in Chinese): 

CBT for Beginners and Cognitive Behaviour Therapy: Basics and Beyond to provide ChatGPT with relevant knowledge [23, 24]. 

The book CBT for Beginners is particularly beginner-friendly, offering clear and easy-to-understand explanations of CBT theory, 

along with numerous real-life case examples and helping readers better understand how to combine theory with practice. Cognitive 

Behaviour Therapy: Basics and Beyond provides an in-depth introduction to the core theories and techniques of CBT, including 

numerous real-life case studies. The researchers then tested ChatGPT-4o’s ability by doing a pilot test with Chat GPT 4-o.  

The researchers found that AI’s responses sometimes were overly directive or lacked empathy, the researchers introduced 

prompts like “Please present advice in a more supportive and empathetic manner.” If AI provided too many suggestions or asked 

too many questions at a time, the researchers would instruct AI to “please provide intervention one by one and avoid unlimited 

suggestions.” If AI asked too many questions at a time, researchers requested “pose one or two questions at a time.” If the AI’s 

responses were overly suggestive without empathy, they might request more empathic reaction. If too much empathy was shown, 

researchers asked for “practical suggestions on this issue.”   

3.2.2. During training   

The researchers conducted a one-hour training to introduce the participants the purposes of the research, and ways to interact with 

AI by introducing the participants the purposes of different prompts. In particular, the researchers introduced the framework of 

BROKE, an abbreviation of Background, Role, Objectives, Key result, and Examples for students to generate prompts. The given 

role and background could help AI understand the prerequisite conditions of the conversation better. The given objectives helped 

providing a direct and clear direction, restricting AI’s output scope. Moreover, the illustrated key results might ensure that the AI’s 

responses surrounded CBT techniques closely. In case that AI may go off-track due to users’ irrelevant inputs sometimes, at the 

beginning of every conversation, giving the prompt— “Your task is to guide the user to focus on their automatic thoughts and 
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provide interventions based on CBT techniques in each round of conversation”—helped. Examples were not included in the prompt 

because the AI has already learned from the uploaded CBT-related materials during its training process. Informed by the literature 

[25], the essential competencies that a CBT therapist must exhibit, including demonstrating empathy, employing cognitive 

restructuring techniques, and using skillful questioning strategies, the prompt shown in Table 2 aimed to ensure that the AI would 

deliver therapeutic interventions that are consistent with established CBT practices, while maintaining a flexible and supportive 

conversational tone. The study informed participants to collect their chat records, and data analysis would be conducted after the 

participants authorize and sign. 

Table 2. The developed prompt based on the BROKE framework 

BROKE Prompt 

Background 
“You are implemented to address the increasing  mental  health  challenges  faced  by  university students, 

particularly those who are hesitant to seek traditional counseling due to stigma or limited availability.” 

Role “You are a  CBT therapist with 40 years of extensive counseling experience.” 

Objective 
“Your objective is to deliver  effective  CBT- based  interventions and help university students solve their 

mental problems.” 

Key result 

“Please ensure that your responses show empathy first, then provide suggestions (without  listing them as 

bullet points), and gradually ask questions to guide the student out of their  difficulties according to CBT 

principles.  You can use guiding questions, asking one or two at a time.” 

 

In the hands-on session, the participants were given the opportunities to use the provided prompts with ChatGPT-4o in a role-

playing counselling scenario where they practiced describing personal problems. They were encouraged to use different prompts 

to adjust the AI’s behaviors, such as asking it to provide more empathic reaction, limit suggestions, or asking one question at a 

time, to refine the interaction to better simulate a real therapy session. After each interaction, participants reflected on the AI’s 

responses and were encouraged to use the prompts they initiated to further improve the quality of the conversation.        

4. Data collection and analysis  

The interviews were designed based on the unified theory of acceptance and use of technology [22], which focuses on explaining 

user intentions and behaviour toward technology adoption by considering factors like performance expectancy, effort expectancy, 

social influence, and facilitating conditions. The interview was structured around the following questions based on performance 

expectancy and effort expectancy, for instance: “In what ways did using ChatGPT-4o change the quality of your therapy sessions 

compared to traditional methods?”, “Do you believe that ChatGPT-4o helped you achieve the emotional or psychological outcomes 

you were seeking? If so, how?”, “How easy was it to interact with ChatGPT-4o during your therapy sessions?”, etc.  

Given the exploratory aim of the study, the initial questions were designed to elicit the participants’ general perceptions of and 

experiences with ChatGPT-4o. Hence, the researcher could use the transcribed interview data to identify recurring themes pertinent 

to the research questions. Initially, a thorough review of the transcription data was conducted to achieve a comprehensive 

understanding. Subsequently, the transcription was meticulously examined to extract emergent themes, with a focused emphasis 

on the research questions and the identification of subcategories within each theme. The researcher read the raw data to obtain 

codes (“based on the content representation”) from each line (“breaking down data into smaller units”). Themes (“grouping coded 

material based on shared concepts”) were then derived by coding and categorizing [26]. To ensure trustworthiness, the framework 

of Denzin and Lincoln was applied, which encompassed several dimensions—credibility, transferability, confirmability, and 

dependability [27]. Credibility engendered confidence in the truth of the data and researcher’s interpretations, transferability 

implied that the qualitative findings could be transferred to other settings, confirmability meant that study results were derived 

from characteristics of the participants and the study context, and dependability referred to the evidence that was consistent and 

stable [26]. Based on the above methods, Table 3 shows several examples of analyzing interview transcripts. 

Table 3. Example of content analysis 

Original sentence Code Category Theme 

“When I talked to another human voice, I felt warm and 

personal about our conversation.” 
Interactive 

Engaging voice-based   

interaction 

Interactive 

Communication 

“AI did not judge my emotions or words so I could express 

myself freely without worrying about being judged.” 

Non-

judgmental 

Non-judgmental space 

for free expression 

Emotional 

Openness 

“Every time I ask a question it gives me advice from 

multiple angles that comfort my feelings and also motivate 

me to take actions.” 

Insightful 
Insightful advice from 

AI 
Objective Guidance 
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5. Findings  

5.1. AI as a real-time voice communicator  

All the students were impressed by the human voice of ChatGPT-4o. all the participants mentioned they could switch freely 

between voice and text when voice-to-voice conversation was not suitable in public settings.  

“Oral communication was more convenient than typing. When I talked to another human voice, I felt the conversation was 

warm and personal. It was comforting to feel heard.” (Student 17)  

“The AI changes its tone on different topics, and I feel like I am talking to a human being.” Student 1 further added that “This 

change of tone helped me better connect with AI. I felt I could trust it more and keep the conversation going and never get bored.” 

Student 11 also mentioned that “I have changed the AI’s voice from male to female, ranging from mature or naive, and they were 

all pleasant to hear.” Meanwhile, all the participants found that the AI’s responses had a helpful flow.  

All participants found ChatGPT-4o to be a highly effective tool for providing insightful and practical advice, particularly 

because of its ability to offer multi-angled guidance on personal issues through its voice message function. Student 10 commented 

that “This experience is very meaningful. I was interested in talking to ChatGPT, and it gave me a platform to ask questions that 

had troubled me but which I never had the opportunity to discuss with other people.” Student 2 mentioned that, “Every time I ask 

a question, it gives me advice from multiple angles that comfort my feelings and also motivate me to take action.” Student 20 said, 

“Most of the provided suggestions are practical and well-organised. It feels like a knowledgeable person who gives comprehensive 

advice.” Student 3 further complemented, “I ask AI how to improve learning efficiency, like how to prepare for IELTS reading 

more effectively, and AI provides me with related suggestions; however, a therapist might not be able to do the same.” Additionally, 

the participants found the written record generated from the dialogue to be helpful. Student 21 mentioned that “A human therapist 

would not provide a written record during a counselling session, whereas this record is automatically generated. This helped me 

review what I learned and better digest the content.” They also felt they could trust the AI more. Just as Student 12 said, “AI is 

just a voice, it cannot see me, which makes me trust it more. People can betray me, but a voice that cannot see me feels safer.”   

5.2. AI feels like a human but lacks the complexity of human interaction  

All the participants believed that AI could make it easy for people to open their feelings initially because ChatGPT-4o’s voice and 

responses felt like a human being. Meanwhile, the participants were also acutely aware that AI was not built by the same emotional 

and psychological dimensions that define human beings. This made some participants feel more comfortable in talking. Student 

16 said, “AI did not judge my emotions or words, so I could express myself freely without worrying about being judged.” Some 

participants also believed that AI gave them more sense of security compared to a human therapist. As Student 15 said, “The 

behaviours of a human therapist are unpredictable, because people’s mood can be affected by the trivial matters around them. 

Your therapist may have a bad day when you see him or her, but AI will always be there for you and provide you with objective 

advice.”  

Furthermore, participants 6 and 18 mentioned that they used AI as a punching bag as they did not need to consider AI’s feelings. 

According to Student 6, “AI has a human tone and emotive responses, and though it sounds human, it is essentially not a human. 

I must admit that sometimes I was afraid to hurt it when the human-like voice came through, but that feeling lingered for only a 

few seconds because when I thought objectively, I knew it was just AI with a human voice, and that is all.” Student 18 further 

stated, “AI’s responses are emotionally engaging, but it does not have emotions and feelings because it is an AI, so I do not need 

to worry about its feelings when I swear at it, and it gives me some interesting responses, like apologising to me, which gives me 

a kind of inner satisfaction. If it were a person, firstly, I would not dare to insult them, and secondly, even if I did, I would feel 

very guilty afterwards. I anyways do not plan to maintain a long-term relationship with AI, so I was not worried that what I say 

will affect future interactions.”  

Despite these limitations, some participants who perceived themselves as introverts who were nervous when interacting with 

people found AI particularly beneficial, although they also believed their interaction with AI tended to be superficial. Student 14 

stated that “Communicating with AI would not restrict my thoughts and allow me to express myself more freely because there was 

no threat or pressure from interpersonal relationships, and I would not get nervous.” Meanwhile, Students 13 and 7 also noticed 

the limitations this relaxation might bring. Student 13 added, “Because it posed no threats to me, I found it easy to build trust with, 

even if it was superficial.” Student 7 also said, “The relaxation may come from the lack of face-to-face interpersonal 

communication, but if people go to see a human therapist and they pay for it, they may take the counselling sessions more serious, 

which would help them grow more.”  

Student 9’s comment about the “superficial” nature of interactions with AI highlights a critical issue of the lack of a sustained, 

trust-based relationship when using AI as the primary therapist. While individuals need to build the relationship and develop trust 

with their therapists over time, this process was absent when they talked to an AI therapist. Without time building this relationship, 

students’ described their relationship with AI as remaining superficial, meaning the lack of possibility to explore deep-seated 

issues and the diminished therapeutic effect. AI and humans struggled to establish trust due to users’ uncertainty about AI decision-

making, which generated rules from data that are often unintelligible and fundamentally different from human logic; moreover, 
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the lack of social presence also reduced sense of human-like interaction, leading to higher uncertainty and lower trust as users 

could not apply their usual understanding of human behavior to predict AI’s actions [28]. As Student 8 said, “Since we cannot see 

each other, there is no eye contact or body language between us. This made it hard for me to build a deep sense of trust.” 

5.3. AI as an emotionally detached therapist  

Although ChatGPT-4o had an authentic human voice, participants believed AI is far less capable than human therapists. Many 

participants found that AI lacked the ability to resonate emotionally on a deeper level. Student 4 said that “If I am sad due to a 

breakup and talk to a human therapist, he/she may resonate with me by sharing his/her personal story instead of giving me a to-

do list like what AI did. It was hard to build a deep connection with AI.”  

Additionally, some participants also found the conversation robotic. Student 5 said, “I thought its responses are formatted. AI 

always starts by comforting and then begins to give suggestions. Sometimes it even interrupts me and starts giving suggestions 

while I’m pausing and thinking.” Regarding the quality of the suggestions, Student 8 said that “Initially, you may think it was 

useful, but a few hours later, nothing remains in your mind because AI did not convey genuine emotions to you.” Student 14 also 

said that “Its authentic voice is great, but it is not everything.”  

“Nowadays the GPS navigation systems also feature the voice of celebrities, but you still know that the celebrity is not actually 

guiding you in real-time.” Furthermore, this lack of empathy made students found it hard to engage with AI. Student 11 said that 

“Sometimes during therapy, I would just suddenly lose interest in communicating with AI further, perhaps because of its robotic 

responses. If it were a human being, they could use body language to encourage me to express more, but AI cannot grasp my 

subtle emotional changes.” Student 7 mentioned that “Sometimes when the AI’s responses feel overwhelming, it makes me just 

want to run away. However, a therapist would not overwhelm clients with information all at once. Instead, they listen carefully 

and continuously encourage us to express ourselves.”   

6. Discussion  

This research identified students’ perceived strengths and limitations of ChatGPT-4o when serving as a primary therapist, as 

summarised in Table 4.  

Table 4. Students’ perceived pros and cons of ChatGPT-4o as a therapist 

Advantages Disadvantages 

More natural and interactive Interrupted flow and robotic feel 

Anonymity and data security Difficulty in building trust 

Flexible and cost-effective Decreased focus and less commitment 

Knowledgeable advice Overload of suggestions 

Safe emotional outlet Lack of emotional resonance 

 

ChatGPT-4o’s human-like voice made students feel warm and personal. Particularly for introverts, they felt less stressful when 

talking to it. However, students were also aware that their relationship with the AI was superficial; yet, an in-depth and trustworthy 

relationship between a patient and a therapist is a strong indicator for effective counselling sessions. Despite AI’s voice showing 

emotion, the participant students found the AI therapist’s response lacked the emotional depth and empathy and sometimes felt 

robotic. This suggested that ChatGPT-4o still has major limitations when it serves as a primary therapist.  

This research complemented previous studies and showed that the voice communication function helped the participants feel 

more personal, engaging, and convenient [11, 12, 29]. This was because voice communication, compared to text messaging, is a 

more natural and intuitive form of communication [30]. Additionally, the authentic human voice enhanced perceptions of social 

presence and made the participants feel more understood [31]. Participants’ feedback suggested that AI could serve as an initial 

step for those who have not tried counselling services, offering a preliminary experience of the therapeutic process. Moreover, the 

participants found that AI provided them with useful advice, and they also appreciated the objectiveness and non-judgemental 

attitude of the AI therapist. This objectivity and unbiased stance may benefit the therapeutic process because being objective allows 

therapists to focus on clients’ needs without imposing their personal values [32].  

Yet, the limitations of the AI were also noticeable. Some participants mentioned they tended to become bored during the 

session. According to immersion theory [33], two key factors helped to increase engagement: sensory inputs and presence. 

However, the absence of visual interaction and physical presence in ChatGPT-4o made the participants find it hard to concentrate. 

Furthermore, some participants also felt their relationship with their AI therapist to be interactive but superficial. While AI 

provided unbiased suggestions, as an algorithm it could not use countertransference as a therapeutic tool [34-36]. The participants 

also mentioned that the counselling environment tended to be too relaxed, which may cause them to take the counselling less 

seriously, potentially affecting the therapeutic impact.  
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Also, participants found it difficult to build a deep relationship with the AI therapist. Correspondent with the previous studies 

[37], people tend to trust humans more than a robot. Trust in a therapist is essential for effective therapy. In many cases, the 

therapist-client relationship itself becomes a tool for growth, as clients learn how to develop trust, manage interpersonal dynamics, 

and navigate emotional intimacy. For some individuals, particularly those who struggle with trust or interpersonal relationships, 

the process of attending therapy and developing a bond with a human therapist is itself a significant therapeutic goal. AI, however, 

cannot offer this kind of relational depth. Its interactions, though helpful in the moment, tend to remain transactional and lack the 

emotional resonance that comes from a long-term, trustful relationship with a human therapist.   

7. Implications  

Participants’ feedback suggested that ChatGPT-4o could be used as a collaborative tool with human therapists. ChatGPT-4o has 

the potential to significantly impact the accessibility and reach of mental health support, particularly for individuals who may not 

have access to traditional therapy due to financial, logistical, or personal barriers. One of its most promising applications lies in 

providing affordable mental health support for those who cannot afford traditional therapy. Professional therapy can be 

prohibitively expensive for many, especially in regions where mental health services are not covered by insurance or public health 

systems. AI-driven tools like ChatGPT-4o offer a cost-effective alternative, allowing users to access mental health support without 

the high costs associated with one-on-one therapy sessions. By offering basic interventions and assessments, AI can provide an 

entry point for individuals seeking help but unable to commit to the financial burden of regular therapy.  

In addition, ChatGPT-4o’s ability to support individuals with minor mental health issues is another significant advantage. Many 

people experience mild anxiety, stress, or other emotional challenges that may not require intensive psychotherapy but still benefit 

from some form of intervention. AI can offer personalized suggestions and strategies for managing day-to-day stressors, using 

evidence-based techniques such as CBT. This type of support can prevent minor issues from escalating into more serious mental 

health problems, while also empowering users to take control of their well-being.  

Furthermore, ChatGPT-4o can be a unique resource for individuals who prefer non-face-to-face interactions. For those who 

find verbal expression challenging, AI offers a platform where they can articulate their thoughts at their own pace. This allows 

users to engage in self-reflection without the pressure of immediate verbal responses. Moreover, voice-based communication 

fosters a sense of social presence more effectively than text-based chatbots [38], which may provide enhanced companionship and 

emotional validation. Moreover, the digital mode of delivery is structured, flexible, and less costly than in-person psychological 

services, which overcomes barriers such as distance or the imbalance between the current demand of those requiring treatment and 

the number of available clinicians for university students [16].  

Finally, ChatGPT-4o can serve as a bridging step for those hesitant to open to human therapists. Introverted users or individuals 

with social anxiety often struggle with face-to-face interactions, making AI a low-pressure introduction to mental health support. 

Over time, these users may gain a sense of what therapy entails, potentially making them more comfortable when transitioning to 

human therapy if deeper emotional work becomes necessary.   

8. Conclusion  

This study investigated the university students’ perception toward the therapeutic potential of ChatGPT-4o through Cognitive 

Behavioural Therapy. It sought to address the existing gap by examining university students’ experience with ChatGPT-4o, a 

generative AI chatbot powered by a large language model with authentic human voice capabilities [39]. This approach was 

intended to promote mental well-being and enhance personal growth among university students. Furthermore, the study could 

offer policymakers insights into the broader application of AI in psychotherapy. Compared to traditional therapy, which is often 

costly and constrained by fixed appointments and locations, AI therapy provides a more affordable and flexible option, with 

adaptable durations and locations for consultations.  

Moreover, engaging with counselling service is not only about treating disorders but also plays a crucial role in personal 

development, such as deepening interpersonal relationships and fostering a greater passion for life [40]. This research provides 

university students with a platform to engage with AI-mediated therapy, potentially sparking interest and increasing awareness of 

mental healthcare, thereby facilitating their transition to professional counseling when needed. Additionally, the study addresses 

the prevalent issue of low treatment rates and inadequate mental health services among certain populations in China [41].  

However, this study has limitations. Firstly, the sample comprised twenty-one university students, which may not adequately 

represent a diverse range of experiences. Secondly, the study’s brief duration may not suffice to fully observe the long-term effects 

of implementing AI in Cognitive Behavioural Therapy. Thirdly, the study lacks insight into human therapists’ perspectives on AI-

assisted therapy, missing crucial arguments for how human therapists and AI can effectively collaborate. Fourthly, due to the 

flexible and informal nature of AI, participants might not have engaged with the therapy as seriously as they might have in a more 

formal setting, possibly diminishing the intervention’s effectiveness. Future research should address these limitations by 

incorporating a larger and more diverse participant sample and extending the research duration to several months to improve the 

generalizability of the findings. Additionally, future research could compare AI-based therapy with traditional human therapy, 

collecting insights from human therapists to explore potential collaborative roles and dynamics. Moreover, strategies to enhance 
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user engagement and commitment in AI therapy, such as using goal-setting approaches, should be investigated to increase 

participant seriousness. Lastly, as the current study focused solely on voice-based interactions, future research could explore how 

incorporating visual elements might enhance engagement, empathy, and emotional connection in AI therapy.  

What is more, the use of AI in therapy raises ethical concerns, particularly the risk of over-reliance and emotional attachment 

among vulnerable users, such as adolescents. Developers must implement safeguards to prevent harmful interactions and protect 

user privacy. By prioritising ethical standards, AI systems can better serve as supportive tools without compromising user well-

being.   
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