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Abstract. The innovation of algorithmic technology in digital advertising is reshaping the marketing landscape, but the resulting 

compliance risks and ethical disputes are becoming increasingly significant. This study focuses on the three fundamental issues of 

false advertising, privacy violations, and consumption incentives caused by algorithmic recommendations. It assesses the 

effectiveness of the current regulatory system in protecting consumers’ rights and interests by combining typical case analysis and 

a large-scale sample survey. According to the data, nearly 40% of consumers have encountered misleading advertisements, of 

which only half were dealt with in a timely manner, reflecting the governance delay caused by the black-box algorithm. The abuse 

of user profiles is particularly problematic, with most respondents unclear about how their personal data is collected and used. The 

research highlights that there are institutional gaps in the current algorithm filing review mechanism, and it is suggested to establish 

a dynamic regulatory list and an inter-departmental collaborative governance system. These findings provide empirical evidence 

for improving the algorithmic accountability mechanism and the digital advertising data compliance framework, and have 

reference value for promoting the formation of a more ethical intelligent marketing model.  
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1. Introduction 

The digital advertising industry has undergone profound changes in recent years due to the widespread use of intelligent algorithms 

and data tracking technology. Precise pushes based on real-time user profiles have significantly improved marketing effectiveness, 

but they also create new risks that traditional advertising methods are difficult to address. When decision-making logic is buried 

in algorithmic black boxes, consumers often have no way of knowing how their behavioral data is collected and analyzed, let alone 

understanding how it affects their consumption choices. This opacity not only undermines user autonomy but also opens up 

opportunities for inductive marketing targeting vulnerable groups. The global nature of cross-border digital advertising adds to 

regulatory complexity as companies navigate institutional differences between jurisdictions. While regulations such as the EU 

General Data Protection Regulation have established a basic framework, most regions have yet to develop specific legislation on 

fundamental issues such as algorithmic transparency and user empowerment. Current regulatory measures generally lag behind 

the iteration speed of technology, making it difficult to address violations such as threatening advertising in a timely manner [1]. 

Through case analysis, user research, and other multidimensional demonstrations, this study systematically evaluates the protective 

effectiveness of the current legal system, reveals institutional blind spots in the algorithmic recommendation mechanism, and 

provides reform guidance for building a transparent and credible digital advertising governance system. 

2. Literature review 

2.1. Legal frameworks in digital advertising 

The iteration rate of digital advertising technologies continues to challenge the global regulatory system's ability to respond. As 

shown in Figure 1, current network marketing has formed a multi-channel communication model spanning websites, social media, 

and video platforms, and each channel has faced specific regulatory challenges. While the EU's General Data Protection Regulation 
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and other regulations govern data collection, user authorization, and other aspects, unifying global standards is difficult due to 

differences between national systems [2]. Differences in privacy regimes across countries have led to rising compliance costs for 

multinational companies, while there are still significant gaps in legislation specifically regulating algorithmic advertising. Current 

regulation still focuses on the data collection link, and the transparent mechanism for reviewing and correcting algorithmic 

decision-making has not yet formed effective constraints, and consumers' rights and interests face the dual threat of algorithmic 

bias and the difficulty of identifying responsibility. 

 

Figure 1. Key channels and regulatory touchpoints in the digital advertising ecosystem (source:newszii.com) 

2.2. Ethical implications of data-driven advertising 

While improving marketing effectiveness, data-driven precision advertising faces ethical controversy over excessive intervention 

in user choice. While user profiles built on behavioral data can achieve precise advertising reach, they can also evolve into an 

induction tool for specific groups. When advertisers take advantage of a user's mood swings or consumer weaknesses (such as 

targeting addictive products), consumers are often unintentionally influenced in their decisions. This hidden manipulation 

mechanism poses a particular risk to vulnerable groups such as adolescents. The key to ethical marketing is to establish a 

mechanism that balances commercial interests and user autonomy and to ensure that data applications do not cross the boundaries 

of personal choice through technical transparency [3]. 

2.3. Consumer trust and advertising transparency 

Digital advertising faces a fundamental challenge in rebuilding trust. Consumers are increasingly concerned about advertisers' 

motives for using data, particularly regarding the boundaries between the collection and use of personal information. Transparency 

in advertising delivery mechanisms has become a key element in restoring trust, and research data shows that users are more likely 

to interact with brands with clear data usage rules. Improper operations such as false advertising titles and induced pricing strategies 

not only infringe on consumers' rights and interests, but also easily lead to legal disputes and corporate reputational crises [4]. 

Establishing an open and transparent operating mechanism is the only way to ensure the sustainable development of digital 

advertising. 

3. Experimental methodology  

3.1. Research design  

As shown in the first module of Figure 2, the research first establishes the analysis framework corresponding to the technical 

characteristics of algorithmic advertising and the legal risk elements. This paper adopts the qualitative method of policy text 

interpretation and typical case analysis, combined with the quantitative means of structured questionnaire survey and data 

modeling to form a composite research model [5]. This design can not only deeply analyze the internal logic of regulatory standards, 

but also obtain the actual impact evidence of algorithm application through massive user data, so as to establish an empirical bridge 

between system design and user experience, and realize the organic integration of legal evaluation and digital marketing practice. 
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3.2. Data collection  

As shown in the second step of Figure 2, a three-way parallel data collection strategy was adopted to ensure the reliability of the 

conclusion. First, representative cases of digital advertising violations were selected and two typical scenarios of false propaganda 

and data transgression were analyzed. Second, a tripartite questionnaire was developed for consumers, lawyers, and advertisers to 

systematically collect cognitive differences in privacy protection and advertising transparency [6]. Finally, in-depth interviews 

were conducted with industry practitioners and regulators to obtain realistic dilemmas and improvement suggestions in system 

implementation. This cross-validation mechanism of multiple data sources effectively improves the practical guiding value of the 

research results. 

3.3. Analysis techniques  

As shown in the last link in Figure 2, the mixed analysis method was adopted in the research to conduct in-depth data exploration. 

For qualitative data, using the subject code of legal documents and case documents, extract core issues such as algorithm abuse 

and authorization defects; In quantitative data, descriptive statistics are used to present users' cognitive distribution, and regression 

analysis is combined to reveal the correlation law between advertising ethical perception and trust [7]. This complementary 

mechanism of quantitative and qualitative research ensures that the research results are not only supported by data, but also reflect 

realistic problems, thus providing a basis for formulating accurate governance programs. The innovation of the entire methodology 

is to break the barriers between legal text analysis and user behavior research, and to provide an operational improvement path for 

building a benign digital advertising ecology. 

 

Figure 2. Research methodology flowchar 
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4. Results and discussion  

4.1. False advertising practices  

Research data reveals that the problem of misleading advertising on digital platforms is particularly acute in high-risk areas such 

as health products, beauty, and financial management. The case database contains a large number of illegal forms, such as 

exaggerated efficacy propaganda, inconsistent graphics, and misleading prices, such as the promotion of unapproved healthcare 

products as treatments for chronic diseases [8]. As shown in Table 1, 37.8% of respondents experienced misleading advertising in 

the past three months, of which 62.4% reported a strong sense of fraud or actual financial losses. Despite the continuous 

strengthening of supervision, the platform's response speed still lags behind—only 58% of illegal ads in reported cases were 

removed within two weeks, revealing the operational shortcomings of the real-time supervision mechanism [9]. 

Table 1. Consumer encounters with false advertising on digital platforms 

Advertising Sector % Encountering Misleading Ads % Reporting Harm or Deception 

Health Products 45.2% 69.1% 

Financial Services 38.6% 58.3% 

Skincare & Cosmetics 31.4% 52.7% 

Tech Gadgets & Tools 26.8% 41.9% 

Overall Average 37.8% 62.4% 

 

These results suggest that while legal instruments exist to address false advertising, platform-level enforcement and consumer 

compensation remain insufficient. The findings support calls for more proactive content screening systems and greater legal 

accountability for platforms hosting such ads. 

4.2. Privacy violations in data-driven advertising  

Current digital advertising privacy protections face systemic challenges. Through cross-platform tracking and cooperation with 

third-party data providers, intelligent recommendation systems continue to incorporate user behavioral characteristics to build 

accurate profiles, but in most cases, they are not fully authorized. As shown in Table 2, only 23.5% of respondents could clearly 

explain how personal data is used for advertising purposes. It is noteworthy that 34% of respondents explicitly reported receiving 

“intrusive and highly targeted” ads, reflecting the risk of exceeding data collection limits [10]. More notably, nearly half of 

consumers (47.3%) were unaware that their browsing history could be shared with third parties, revealing substantial flaws in the 

user authorization mechanism. 

Table 2. Consumer awareness and experience with data-driven advertising 

Category Percentage (%) 

Fully aware of how data is used 23.5% 

Received suspiciously specific ad content 34.0% 

Unaware data may be shared with third-party 47.3% 

Believe consent process is insufficient 52.7% 

Feel privacy has been violated 38.9% 

 

These results illustrate the lack of transparency and insufficient consumer education regarding digital tracking and profiling. 

While legal measures like GDPR attempt to establish clearer consent protocols, enforcement is often reactive rather than preventive. 

The persistence of such violations calls for stricter monitoring, clearer opt-in requirements, and penalties proportionate to the scale 

of data misuse. 

4.3. Consumer manipulation and ethical concerns  

Research reveals that predictive algorithmic advertising has profound ethical issues. Through cross-platform behavior tracking, 

advertisers can accurately capture users' psychological fluctuations and behavioral characteristics, then deliver highly targeted, 

inductive content. This type of "sniper" marketing breaches the bottom line of business ethics while improving conversion rates—

interview data shows that young people, impulsive consumers, and emotionally disturbed individuals are more likely to receive 
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risky ads such as gambling platforms and high-interest online loans [11]. This type of targeted pressure not only infringes on users' 

right to make independent decisions, but can also lead to addictive behavior or exacerbate financial crises. The current system has 

obvious gaps in the ethical review of the push algorithm, and there is an urgent need to establish a comprehensive governance 

framework including the ethical assessment of algorithms, a mechanism for prior review of advertising content and a mandatory 

disclosure system, so as to limit the lasting harm of technology abuse for vulnerable groups [12]. 

5. Conclusion 

This research system reveals the legal blind spots and ethical irregularities in algorithmic recommendation advertising. Empirical 

data shows that the three risks of false advertising, privacy violation, and induced consumption are intertwined and pervasive. 

Although the current regulatory system has established a basic framework, there are delayed responses and institutional gaps, 

particularly in the areas of algorithmic transparency and cross-border data governance. Consumer awareness of data collection 

applications is clearly insufficient, and most users struggle to accurately grasp the path of personal data and its impact on 

consumption decisions. The use of algorithmic black boxes by platforms and advertisers to set precise incentives for vulnerable 

groups has become a new source of risk to undermine digital trust. Therefore, it is suggested to establish a dynamic negative list 

and a review mechanism for algorithmic filings, and promote the regulatory focus from single privacy protection to full-chain 

fairness. Further studies should integrate perspectives from law, information technology, and other disciplines, focus on the impact 

of generative artificial intelligence technology on advertising ethics, and explore the construction of an intelligent advertising 

governance paradigm with user rights as the central focus. 
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