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Abstract. The escalating complexity of cyber-attacks coupled with the increasing sophistication 

of attackers have created an imperative need for robust and adaptable defense mechanisms to 

ensure the security of network infrastructure. Among these threats, Denial of Service (DoS) 

attacks stand out prominently. These attacks focus on inundating systems with high-frequency 

traffic to exhaust resources and disrupt the availability of services. Consequently, the accurate 

and timely identification of 'DoS Attacks' is of paramount importance in upholding the integrity 

and functionality of networks. In this context, the present paper aims to delve into the efficacy 

of various binary classifiers in effectively distinguishing normal network connections from 

instances of 'DoS Attacks.' By undertaking this exploration, the study aims to pinpoint the 

classifiers that exhibit the highest level of effectiveness in tackling this specific task. Ultimately, 

a comprehensive understanding of which classifiers perform best in discerning these types of 

cyber threats can significantly contribute to enhancing the overall security posture of network 

infrastructures. 

Keywords: Cyber-Attacks, Denial of Service (DoS) Attacks, Network Defense Mechanisms, 

Binary Classifiers. 

1.  Introduction 

The ever-growing complexity of cyber-attacks and the sophistication of attackers necessitate robust and 

adaptive defense mechanisms to safeguard network infrastructure. Denial of Service attacks remain a 

prominent threat, targeting systems with high-frequency traffic to overwhelm resources and disrupt 

service availability. Hence, accurate and timely detection of 'DoS Attack' is crucial to maintain the 

integrity and functionality of networks. This paper aims to explore the capabilities of various binary 

classifiers in distinguishing normal network connections from 'DoS Attack' and identifying the most 

effective classifiers for this task. 

2.  Related works 

As the network intrusion problem becomes gradually vital to every other device that has access to the 

network, researchers categorized deep learning into generative and discriminative types [1], based on 

which to build the network intrusion protection model. The network intrusion protection model is 

designed to identify abnormal patterns in both shallow and deep network and host-based systems. The 

summary of deep learning approaches for network intrusion study for the IoT networks is shown in table 

1. 
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Table 1. Summary of deep learning approaches for network intrusion study for the IoT networks. 

System Network Model The Basic Idea Source 

Diro and 

Chilamkurti 

Social internet of things Deploy the distributed attack detection 

system at the fog computing layer 

[2] 

VinayaKumar et 

al. 

The Internet of Things 

networks of smart cities 

Uses a two-tier environment for monitoring 

DNS logs 

[3] 

Parra et al. Internet of things The CNN is used in an IoT micro-security 

add-on, while the LSTM is used by the 

back-end server 

[4] 

Latif et al. Industrial internet of 

things 

Uses a model with 1 input layer, 8 hidden 

layers, and 1 output layer 

[5] 

Zhou et al. Industry 4.0 Detecting IoT attacks based a encoder–

decoder neural network 

[6] 

NG and Selva-

kumar 

Fog computing-enable 

Internet of things 

The computations are performed in the fog 

nodes 

[7] 

3.  Methodology 

3.1.  Data selection and processing 

In this research endeavor, a pertinent dataset on internet activity sourced from Kaggle has been identified 

[8], representing real-life traces from the real world. While this dataset encompasses a plethora of diverse 

internet attacks, the focus of the current investigation shall be dedicated to the analysis of Denial of 

Service (DoS) attacks. The rationale behind this choice stems from the inherent nature of 'DoS Attack', 

wherein an extensive influx of packets is unleashed within a condensed time frame. 

Given the intricacies and scale of the dataset, prudent consideration has been bestowed upon the 

computational resources at hand. Consequently, a judicious approach has been adopted, wherein the 

primary focus rests on employing the initial 5,000 dataset entries for model training. Subsequently, a 

rigorous testing phase will be conducted utilizing the subsequent 950 entries. This meticulous 

partitioning ensures the optimization of analytical efficiency and robustness. 

3.2.  Feature selection and engineering 

Upon eliminating the row pertaining to other types of attacks and establishing an organized dataset, the 

focal point of the investigation transitions towards identifying the independent variable, X, that exhibits 

the strongest correlation with the dependent variable, Y, representing the "ATTACK". Given the 

inherent characteristics of the Denial of Service (DoS) attack, a judicious selection of eleven distinct 

variables has been undertaken. The primary objective behind this selection is to construct a 

comprehensive Correlation Matrix, thereby discerning the variable that most effectively encapsulates 

fluctuations in the diverse "ATTACK". Through this rigorous analytical process, the study aims to 

pinpoint the key factors that contribute significantly to the variance in attack classifications, fostering a 

deeper understanding of the underlying dynamics and providing valuable insights into bolstering 

cybersecurity measures. 
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Figure 2. Correlation matrix with eleven distinct variables and “ATTACK”. 

The analysis presented in fig. 2 provides valuable insights into the interrelationship among the eleven 

distinct variables under scrutiny. Upon thorough observation of the correlation patterns, a conspicuous 

finding emerges, unequivocally indicating that "MIN_IP_PKT_LEN" exhibits the most pronounced 

correlation among all the variables. To gain a more granular perspective, fig. 3 offers a magnified 

representation of the correlation matrix, elucidating the finer nuances of the relationships under 

consideration. Building upon these discerning findings, the forthcoming experiment and research 

endeavors will revolve around treating "MIN_IP_PKT_LEN" as the independent variable, while the 

"ATTACK" will be assigned the role of the dependent variable. 

 

Figure 3. Correlation matrix with “MIN_IP_PKT_LEN” and “ATTACK”. 

3.3.  Model selection and description 

In the pursuit of effectively addressing binary classification challenges, my research undertook a 

comprehensive evaluation of various classification methodologies. The central task involved discerning 
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between two distinct classes within the dataset. To tackle this, three prominent classifiers were explored: 

the Logistic Regression Binary Classifier, Gaussian Naive Bayes classifier [9][10] and K-Nearest 

Neighbors (KNN) classifier. The classification problem aimed to assign data points to one of two 

categories, demanding models with predictive accuracy. The Logistic Regression Binary Classifier 

leveraged statistical principles to model the relationship between predictor variables and class 

probabilities, enabling precise classification. The Gaussian Naive Bayes classifier assumed a normal 

distribution of features within each class, employing Bayesian probabilities to make informed 

predictions. On the other hand, the KNN classifier utilized proximity-based classification, assigning data 

points to the majority class among their k-nearest neighbors. This research encompassed a diverse 

spectrum of techniques, ranging from probabilistic modeling to distance-based categorization, fostering 

an encompassing comparison of their effectiveness in binary classification scenarios. 

3.3.1.  Logistic regression binary classifier. In the Logistic Regression model, I assume that I have N 

Bernoulli measurements of N individual "MIN_IP_PKT_LEN". I donate this measurement as li for i ∈
{0, ⋯ , N}. I assume that each li is sampled independently from a Bernoulli distribution such that: 

  𝑙𝑖~ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(1 − 𝑝) (1) 

where p denotes the probability derived from applying the logistic function to the entirety of data points. 

To be more specific, I model p as following: 

 𝑝 =
1

1+𝑒−𝑘(𝑡−𝑡0) (2) 

where t is the value of each data points. Since I do not directly observe k and t0, and thus I need to 

assign reasonable priors to them. Due to the advantageous conjugate relationship that exists between the 

Exponential distribution and the Logistic distribution, I can sample k from Exponential distribution. As 

for t0 , adopting a customary and fundamental approach, the initial presumption often involves 

considering the normal distribution and the parameters of which have been adjusted by experiment 

tryouts to get the mean of 40 and standard deviation of 100. 

 𝑘 ~ 𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(1) (3) 

 𝑡0 ~ 𝑁𝑜𝑟𝑚𝑎𝑙(40,100) (4) 

3.3.2. Gaussian naive bayes classifier. As for the naive Bayesian approach, using the same training 

dataset, I assume that I have N measurements of the "MIN_IP_PKT_LEN" and I denote every individual 

measurement as gi for i ∈ {0, ⋯ , N}. For each of the N measurements: 

 𝑔𝑖 ~ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇, 𝜎) 

Within this methodology, both μ and σ have two values, switching back and forth, based on specific 

data points. Employing two distinct Normal distributions, the former with parameters of mean 20 and 

standard deviation 20 to signify a 'DoS Attack', and the latter with mean 52 and standard deviation 2 to 

represent 'Benign Attack', their values shaped through experimental exploration and this approach 

provides a structured framework to unravel potential outcomes. 

 𝛭1 = 20 (𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑝) (6) 

 𝛴1  = 20 (𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑝) (7) 

 𝜇2 = 52 (𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 1 − 𝑝) (8) 

 𝜎2  = 2 (𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 1 − 𝑝) (9) 

Here, the variable p assumes a pivotal role, serving as a key determinant for each distinct data point's 

affiliation with a specific Normal distribution. Through a meticulous process, p is generated for every 
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alternative data point, allowing for an informed assessment of the likelihood that a given data point 

aligns more closely with one of the two Normal distributions. 

 𝑝 ~ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑝𝑝𝑟𝑖𝑜𝑟) (10) 

Naturally, p isn't directly observable initially. So, to begin, I make an educated guess about the 

probability and call it pprior.This guess comes from a Uniform distribution ranging between 0 and 1, 

reflecting our neutral stance, for each of the data points. 

 pprior ~ Uniform(0,1) (11) 

3.3.3.  K-Nearest Neighbors (KNN) classifier. K-Nearest Neighbors (KNN) is a simple yet versatile 

machine learning algorithm used for classification and regression tasks. It operates on the principle of 

proximity, where it classifies or predicts a data point's label or value based on the majority or weighted 

average of its k nearest neighbors in the feature space. In the case of classification, KNN assigns a class 

label to a new data point by considering the labels of its neighboring data points. The value of k 

determines the number of neighbors taken into account, influencing the algorithm's bias-variance trade-

off. In our case: 

 𝑘 = 3 (12) 

KNN doesn't require prior training and can handle both numerical and categorical data, making it 

easy to implement and interpret. However, its performance can be affected by the choice of distance 

metric, the value of k, and data dimensionality. Regularization techniques, distance weighting, and 

dimensionality reduction methods are often employed to enhance KNN's effectiveness and mitigate 

potential limitations. 

4.  Results and discussion 

Our research reveals the comparative effectiveness of different binary classifiers in distinguishing 

'Benign Attack' from 'DoS Attack'. Drawing insights from the Receiver Operating Characteristic (ROC) 

curves, meticulously presented for each individual classifier, as well as the quantification of the area 

beneath these curves, a discernible pattern emerges. Specifically, it becomes evident that both the 

Logistic Regression classifier and the Gaussian Naive Bayes classifier exhibit a congruent level of 

accuracy, as discerned from their nearly overlapping ROC curves and analogous area values. This 

alignment in accuracy underscores the consistency of these two classifiers in their predictive capacity. 

In contrast, a marginal departure from this similarity is discerned with the K-Nearest Neighbors (KNN) 

classifier. It is noteworthy that the KNN classifier exhibits a slightly diminished level of accuracy 

compared to its counterparts, as suggested by its ROC curve being subtly displaced from the 

convergence point of the others. 

On the other hand, when we consider the effectiveness of the Logistic Regression classifier versus 

the Gaussian Naive Bayes classifier, it's worth noting that as discussed earlier, the Gaussian Naive Bayes 

classifier tends to show greater deviation from the true value as the sample size increases. In this context, 

the Logistic Regression classifier appears to outperform the Gaussian Naive Bayes classifier. This 

indicates that when dealing with this specific problem and dataset in question, the Logistic Regression 

classifier offers more consistent and accurate results. 

5.  Limitations 

The primary limitation faced in this study is related to the dataset itself. Within this dataset, there is a 

significant issue with the distribution of instances labeled as 'DoS Attack'. These 'DoS Attack' entries 

are heavily skewed towards a relatively small proportion, which poses a challenge for the model's ability 

to predict them accurately. The lack of sufficient representative data for this specific attack category 

makes it difficult for the model to predict 'DoS Attack' reliably, thus hindering the achievement of 

dependable and robust predictions. 
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Specifically, the dataset includes only 150 entries that are classified as 'DoS Attack'. This limited 

sample size makes it complex to train the model to effectively understand and differentiate the intricacies 

of 'DoS Attack' patterns. This constraint becomes even more apparent when using the Gaussian Naive 

Bayes classifier. As previously mentioned, the model's predictive accuracy noticeably decreases when 

dealing with an expanded dataset containing 5,000 samples. This significant drop in predictive accuracy 

highlights the model's vulnerability to changes in sample size, emphasizing the intricate relationship 

between data scarcity, classifier performance, and model generalization. 

An additional limitation relating to this study involves computational abilities. The subset of 5,000 

samples employed for analysis represents a substantially reduced version of the original dataset, which 

encompasses an extensive compilation of over 2,000,000 samples. This reduction in dataset size is 

necessitated by computational limitations, as the computational demands associated with processing the 

entire dataset transcend the available resources. However, it is worth acknowledging that the 

introduction of the entire dataset, the whole 2,000,000 samples, has the potential to yield more 

comprehensive results, which is needed for further research. 
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