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Abstract. Machine learning has become one of the research hotspots at home and internationally 

due to the continued growth of artificial intelligence, and the application of machine learning is 

more and more widely developed. In the process of applying machine learning methods to real 

problems, there are defects that lead to biased results. This paper discusses the importance and 

necessity of human-machine interaction in the application of machine learning methods, as well 

as where human-machine interaction occurs, and puts forward two questions: "whether human 

should interact with machine in the process of machine learning" and "how to make machine 

learning have better performance". To answer the above two questions, this paper concludes that 

in the application of machine learning methods, people with certain professional knowledge can 

get better results in the machine learning process. Further, when machine learning is applied to 

the real world, there are some flaws that lead to failure or unsatisfactory results, and this paper 

proposes a way to improve this undesirable phenomenon by involving people in the machine 

learning process. Finally, this paper summarizes the main shortcomings of current machine 

learning, clarifies the development direction of machine learning that must be anthropocentric, 

and expresses some views on machine learning. 

Keywords: interactive machine learning, human-computer interaction, anthropocentric 

development. 

1.  Introduction 

Machine learning has made remarkable achievements in many fields, resulting in many machine 

learning applications. Machine learning is a tool for extracting insightful knowledge from sample data, 

and its success lies in its ability to learn from massive amounts of data [1]. Different machine learning 

methods are roughly partitioned into supervised learning and semi-supervised learning, but both have 

advantages and disadvantages. This paper points out a machine learning method that incorporates 

supervised learning and semi-supervised learning, which can greatly solve the disadvantages of these 

two machine learning methods. The current machine learning methods have exposed some defects in 

the application, which cause that the results cannot produce satisfactory data for users every time [2]. 

This paper guesses that this is due to the lack of sufficiently high-quality training models, which, 

however, cannot be accomplished without reliable information sets. Finding a solution to this issue is 

the main goal of this essay. Much of the literature on machine learning does not clearly define human-

machine interaction in machine learning, or ignores the importance of humans. This paper compared the 
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two results obtained with or without human-machine interaction, and concluded that in previous 

machine learning applications, the absence of human participation is an important factor leading to the 

bias of results. After investigation, it is found that the output results in machine learning applications 

are not satisfactory, and human experience and knowledge can be used to make up for the shortcomings, 

so machine learning ignores the shortcomings of human circulation. Therefore, this paper believes that 

in the process of machine learning applications in the future, it must be anthropocentric to get more 

accurate results. According to the current situation, this paper analyzes a series of future development 

directions of machine learning, and finds that machine learning lacks the function of extracting 

important information, and a large amount of useless information will have a negative impact on work 

efficiency. We believe that improving the user's human-computer interaction experience is a more 

convenient way to obtain more accurate data. The applications are similar across all domains and can 

help machine learning get better results across the board. 

2.  Analysis of machine learning methods 

2.1.  Supervised learning 

In supervised learning, the tutor or teacher provides the objective Y, which is to assign a label to each 

example indicating what the machine learning algorithm should learn to do. Representative algorithms 

include deep neural networks, decision trees, logistic regression, and linear regression, etc. Supervised 

learning application example: obtaining labels directly or indirectly from data through manual labelling 

or user feedback. An example is text classification. A batch of texts is first manually annotated and then 

a model is trained in a supervised manner to classify the unknown texts by topic [3]. 

2.2.  Unsupervised learning 

As opposed to unsupervised learning, there is no tutor or teacher, that is, the samples are not labelled, 

and the algorithm must learn hidden patterns in the data without guidance. Representative algorithms 

are clustering algorithms, such as K-Means, and density estimation algorithms. Unsupervised learning 

application example: User clustering. Birds of a feather flock together, and similar people will behave 

similarly. For example, we can cluster users based on their behavior on the website to achieve more 

accurate user profiles [4]. Figure 1 depicts the relationship between the various machine learning 

methods. 

 

Figure 1. Several machine learning methods. 
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3.  The difference between machine learning with human and without human 

3.1.  Approach to human-computer interaction without machine learning 

In Florian Kunneman's experiments on vaccination, they needed a way to combine the use of much 

larger amounts of training data with the predictive feedback provided by human-computer interaction 

systems [5]. In the process of solving complex problems in reality, there will still be unsatisfactory 

results in machine learning. The way to avoid this is to let the human-machine interaction in the machine 

learning process to get more accurate results. 

3.2.  Approach to human-computer interaction with machine learning 

In Changyu Deng's paper, they found that high-precision data was difficult to obtain or expensive. 

However, integrating human knowledge into it can enable capabilities that machine learning currently 

cannot and facilitate human-machine interaction between humans and machines [6]. In machine learning, 

using the method of human-computer interaction, the original difficult and expensive difficulty of 

obtaining data is solved. Machine learning lacks the superior abstract reasoning skills that humans 

possess, together with a wealth of prior experience and information. Especially when introducing new 

patterns and complex processes. While machine learning techniques can only deliver clear and accurate 

answers to questions that are well-structured, they cannot produce high-quality responses to ambiguous 

questions. From the above comparison, it can be seen that human participation is vital in machine 

learning.  

4.  Ways to improve machine learning 

4.1.  Better machine learning methods 

4.1.1.  Semi-supervised learning. The two types of learning techniques based on data mining are 

supervised learning and unsupervised learning. Supervised learning is an optimization process, which is 

dedicated to constructing the optimal model to minimize the error between it and the known knowledge 

under the premise of the labelled training sample set. The goal is single and clear, and the accuracy is 

high. Unsupervised learning does not have an exact target, but it can seek meaningful patterns according 

to the characteristics of the object without labelled training samples, but the accuracy is relatively low 

[7]. This paper found that the combination of supervised and unsupervised learning was the most 

commonly used learning method and the one with the most stringent data obtained. 

The process of semi-supervised learning is very rigorous. In the first step, train the model with a 

small amount of labelled data. In the second step, the trained model is used to predict the unlabelled 

data. The third step selects samples with high label certainty, adds training samples, and retrains the 

model. Finally, the second and third steps are repeated until the model effect converges. Data 

preprocessing is done before applying machine learning, if the result is too different from the 

preprocessed result, the quality is considered insufficient and the loop continues until a result 

comparable to the preprocessed result is obtained [8].  

4.1.2.  Reinforcement learning. Reinforcement learning is one kind of semi-supervised learning. To 

maximize a monetary incentive signal, it is learning how to translate states into actions. The agent tries 

different actions without guidance to discover which action brings the most reward. Representative 

algorithms include Q-Learning, deep Q-network, etc. Reinforcement Learning Example Application: 

Robot Control. Robots learn by trial and error through rapid interaction with the environment, such as 

Boston Dynamics learning to dance. Through constant dance movements, the robot starts again after 

falling. After repeated attempts, it can gradually master the skills of dance [9]. Figure 2 illustrates the 

process of semi-supervised learning to get the training model. 
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Figure 2. Semi-supervised learning is the least flawed machine learning method [7, 8]. 

4.2.  Improve the professional of human who interact with machine 

In the application of machine learning, improving the expertise of the human interacting with the 

machine is another way to improve the performance of machine learning [10]. 

In the process of applying machine learning, the human interacting with it does not need to have a 

deep knowledge of machine learning methods. Instead, the level of domain knowledge needed by a 

human expert varies on the machine learning approach, the field of application, the job, and task 

complexity of the person in the loop. When interacting with machine learning techniques, people's level 

of topic expertise might be crucial. Additionally, more sophisticated expertise is needed for activities 

with a higher level of complexity in human-machine method interaction. 

In general, for people who collaborate using machine learning methods, higher levels of expertise 

lead to better human-computer interaction outputs. Domain specialists, however, are sometimes 

substituted by crowd workers or individuals who lack knowledge in specific machine learning 

applications due to other factors like cost and time [11]. The research examines human performance at 

various machine learning application levels, and the results support the need for people to have domain 

expertise. The outcomes demonstrate that domain specialists outperform non-specialists in data 

annotation. 

5.  Discussion 

5.1.  Problems of current machine learning based on human-computer interaction 

5.1.1.  Information overload. Machine learning lacks the function of filtering important information. 

Collecting and saving a large amount of data is one of the main working methods of current artificial 

intelligence in the field of human-computer interaction, but the accumulation of a large amount of 

irrelevant data will cause some negative effects, such as excessive energy consumption and information 

overload, and a large amount of irrelevant data will make people go to spend a lot of time to filter the 

data that need to be used, reducing the efficiency of people's work. 

5.1.2.  Limitations in solving problem. In the current human-computer interaction, machine learning 

methods have certain limitations. Initially, in order to achieve automation and objectivity, machine 

learning methods do not model people. As a result, the ability to solve broader problems is sacrificed. 

Machine learning methods are limited to solving clearly specified problems with existing human 

knowledge, and this lagging approach makes it difficult to solve significant problems that exceed human 

knowledge [12]. 
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5.1.3.  Uncertainty in classification. When machine learning is applied in the field of human-computer 

interaction, it is common to collect a large amount of data and then categorize it. Most of the traditional 

machine learning methods using microarray data have uncertainty and lack sufficient robustness in 

classification. The collection process of microarray data often adds noise sources and usually has limited 

selection of data. It makes the classification full of instability [13]. 

5.2.  Current approaches that can solve the problems of machine learning in human-computer 

interaction 

5.2.1.  Machine learning systems that can predict user relevance. Facing the problem of inefficiency in 

processing information caused by a large amount of irrelevant information, this problem can be avoided 

by developing machine learning systems that can predict the relevance of the user in order to selectively 

present data to the user. The work of machine learning systems is divided into two main stages (1) 

Capture the information seeking behavior of past users in performing tasks to statistically determine the 

type of relevant data and then model it. (2) Highlighting the relevant data to the user through these 

models. Through data training, this machine learning system can help users to find information more 

efficiently [14]. 

5.2.2.  Anthropocentric machine learning systems. In order to break through the limitations of machine 

learning methods in human-computer interaction, the machine learning and modelling process should 

be compatible with humans. In the process of solving this problem, machine learning system needs to 

model the user and the computer will take the role of an assisting helper to give suggestions to the user 

iteratively and then the user will make new future decisions based on the feedback [12]. The human will 

be directly at the centre of the machine learning system by being part of the machine learning. This 

anthropocentric interactive machine learning approach will help people solve a wider range of problems. 

5.2.3.  Classification algorithms based on integrated methods. In order to eliminate the uncertainty 

associated with microarray data, a machine learning approach based on integrated learning methods can 

be developed. Integrated learning methods use an approach that combines a set of different base 

classifiers to make more accurate classification decisions. The method is divided into three main steps 

(1) sampling of base data (2) generation of alternative base classifiers (3) ensemble of classifiers. The 

classification performance of integrated learning method is more general, accurate and has higher 

robustness than other classification methods [13]. 

5.3.  Future Future directions for machine learning related to human-computer interaction 

The future development of machine learning will aim at improving user experience. In the field of 

medical orthopedics, for example, advances in machine learning methods have made it possible for even 

non-computer literate doctors to use AI fluently. In the field of orthopedics, machine learning is utilized 

to assist physicians in making predictions that can be used to direct and anticipate the outcome of surgery. 

In order to assist doctors in their following diagnostic work, related algorithms can be utilized to analyze 

the risk of arthritis in patients with fractures [15]. Not only has machine learning undergone a difficult 

evolution in orthopedics, but it has also undergone a similar development in other domains. Machine 

learning techniques in the field of human-computer interaction will progressively become more 

anthropocentric, assisting more industries in realizing the simplicity of the process, automating it, and 

creating a connection between the user and the computer to enhance the user's experience at work in all 

respects. 

6.  Conclusion 

This paper's research reveals that anthropocentric machine learning approaches are more beneficial and 

long-lasting than those that have completely removed the human element. In order to make the human 

an integral element of the machine learning system and the machine into a tool to aid in the development 
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of the human, the development of machine learning in human-computer interaction should be 

anthropocentric. As a result, the anthropocentric objective will continue to guide the development of 

machine learning techniques in human-computer interaction. The present state of machine learning in 

the area of human-computer interaction is summarized in this article, which will help other researchers 

who are interested in the subject matter to continue their research. Current research still has some 

shortcomings, such as the opacity of machine learning in human-computer interaction that remains 

unresolved. In further future studies, researchers will actively explore to solve these problems. 
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