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Abstract. This paper focuses on the research of applying federated learning to 
recommendation systems and proposes a university major recommendation method based on 
federated learning. Furthermore, an improved knowledge distillation architecture is 
implemented for university major recommendations. In the collaborative structure of the 
system based on federated learning, knowledge distillation is used to optimize the 
recommendation performance. The federated learning algorithm, FedDyn, is employed to 
aggregate model parameters through weighted averaging, enabling a training mode where only 
local training data and local models are uploaded to the central server. After reading and 
studying other papers that apply federated learning to recommendation systems, this paper 
conducts further speculation and research, aiming to apply relevant knowledge and techniques 
to establish a system that can recommend specific content to a targeted audience, such as 
students after the college entrance examination. This includes providing major-related 
information, predicting students’ major preferences, and delivering the latest industry news 
related to specific majors.This paper also categorizes the technologies used in the creation of 
recommendation systems and compares them into three categories. The study suggests that the 
recommendation system utilizing knowledge distillation will be more efficient. 
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1.  Introduction 
The Gaokao (National College Entrance Examination) is a large-scale exam that students worldwide 
must take. After the Gaokao, many students face the challenge of choosing schools and majors based 
on their scores, aiming to secure a good major, attend a good university, and ultimately find good 
employment opportunities. In China, with a wide variety of majors available and significant 
differences between them, many parents find themselves unfamiliar with numerous professions, not 
knowing what students should study or what careers they can pursue after graduation. Consequently, 
an industry related to the Gaokao has emerged, where, after paying a certain fee, professionals 
recommend schools and majors to students based on their scores, aiming to provide better 
opportunities for education and employment. However, for most ordinary families may lack access to 
relevant professionals and sufficient financial resources. To this end, developing an automated 
professional recommendation method is urgent and of great significance. 
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On the other hand, with the popularization of computing devices and the rapid development of 
information technology [1], a large amount of data on the introduction of high school majors, 
employment prospects and even career development have been accumulated on the Internet. 
Obviously, analyzing these data, and mining the hidden knowledge behind them can help in the choice 
of majors, thus bringing economic and social benefits. With the popularity of computing devices and 
the implementation of applications related to daily life, the speed and volume of digital information 
have increased dramatically. It is foreseeable that by utilizing these data and employing intelligent 
computational methods, we can improve the quality of services, thereby bringing about economic and 
social benefits. This motivates us to create a system that recommends schools and majors to Gaokao 
students, which can provide intelligent major recommendations to students based on their 
characteristics, such as Gaokao scores, preferences, and strengths. 

However, constructing such a major recommendation system may involve the privacy issues of 
students’ personal information [2]. For example, the model attempts to record the historical search 
information of students, analyze their knowledge preferences, and identify their weak areas, thereby 
improving the accuracy of student selection. By analyzing the download volume of student accounts, 
the system also understands their learning needs and adjust the frequency of book recommendations. 
Additionally, the system can infer the user’s reading preferences, whether they lean towards domestic 
or international books, and recommend content that aligns with their preferences.  

In order to alleviate the above problems, inspired by the rapid development of federated learning in 
recent years, in this paper, we combine the federated learning and recommendation systems to create a 
system that recommends schools and majors to Gaokao students. By integrating these two core 
components, the research aims to provide intelligent major recommendations to students based on 
their characteristics, such as Gaokao scores, preferences, and strengths, while ensuring the 
confidentiality of user information. Furthermore, the research aims to incorporate current societal 
conditions to offer more personalized major recommendations to students.  

However, the application of federated learning and recommendation systems faces the following 
challenges: (1) Addressing the issue of imbalanced data distribution in federated learning by 
researching differential privacy optimizers that balance accuracy and privacy. This helps mitigate the 
varying degrees of accuracy reduction caused by differential privacy for different data owners in 
federated learning. (2) Investigating personalized trust levels in federated learning to support data 
owners in using differential privacy budgets as needed. This research aims to solve the combination of 
centralized differential privacy and localized differential privacy. (3) Considering the high 
computational cost borne by data owners in federated recommendation systems, studying differential 
privacy protocols that balance the accuracy of local recommendation results for data owners and 
protect their intentions. This research focuses on specific recommendation models in federated 
recommendation systems. (4) Addressing the issue of data owners actively deleting data and adjusting 
models to accommodate the slow response to data deletion requests. Researching federated 
recommendation problems that satisfy the definition of differential privacy and enable data owners to 
exercise their right to be forgotten quickly. 

These challenges and key issues need to be addressed to effectively combine federated learning and 
recommendation systems in the proposed system and ensure accurate and privacy-preserving 
recommendations for Gaokao students. Focusing on the above aspects, in this paper, we propose a 
major recommendation method based on federated learning. Specifically, we will introduce the basic 
definitions and research status in Section 2, and give the design details of our recommendation system 
in Section 3. In Section 4, we will report the result and discuss the limitations of our proposed system. 

2.  Basic Definitions and Research Status 

2.1.  Revisiting the Federated Learning 
Federated learning is a computational framework first introduced by McMahan et al. from Google in 
2017. It enables the training of machine learning models without the need for data owners to share 
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their raw data or rely on a central server for distributed training. In federated learning, the training data 
is distributed across the devices of data owners [3]. Each data owner performs local training and only 
shares the model parameters with the server. The server learns a global model by aggregating the 
updates from multiple data owners using model averaging algorithms. The literature has developed 
secure federated learning frameworks and provided comprehensive reviews on the definitions, 
architectures, and applications of horizontal federated learning, vertical federated learning, and 
federated transfer learning. Therefore, federated learning embodies the principle of data minimization. 

2.2.  Overview of Recommendation Systems 

2.2.1.  Definition of Recommendation Systems. Considering the collaborative filtering-based 
recommendation problem, the recommendation service [4-5] provider attempts to estimate the 
low-rank factors of the given local user-item interaction matrix 𝑅 ∈ 𝑅!×#	for the user (i.e., the data 
owner), considering the presence of unobserved missing values. This process is known as matrix 
completion. One approach to matrix completion is to model the user-item interactions in a joint latent 
space using the local embeddings 𝑈$ ∈ 𝑅1×% for each user and the item embedding 𝑉 ∈ 𝑅#×%. The 
estimate for each user-item element 𝑦$& is given by 𝑦$& = 𝑢$'𝑣&, where 𝑢$ and 𝑣& correspond to the 
i-th row of 𝑈 and the j-th column of 𝑉, respectively. The local embeddings ui are stored in the 
corresponding local devices of the i-th user, while V is stored in the recommendation server. By using 
a fixed hyperparameter matrix 𝑊 ∈ 𝑅!×#, different confidence levels are assigned to the sum terms 
𝑦$& − 𝑢$'𝑣& 2 for each user-item element. Therefore, the objective of this method is to minimize the 
following loss function: 

 𝐿(𝑈, 𝑉) = 1
2
∑∑𝑤𝑖𝑗(𝑦𝑖𝑗 − 𝑢$'𝑣&)2 (1) 

where ∥·∥ F represents the Frobenius norm. Typically, 𝑤𝑖𝑗 = 1 is used to denote observed elements. 
There are several common strategies for assigning weights to missing data. One straightforward 
approach is to assign a uniform weight w( ∈ [0,1] to all missing elements. However, in real-world 
recommendation system scenarios, if an active user (or a popular item) has no interactions, it is more 
likely to be considered as negative towards other items (or users). Inspired by the above observation, 
non-uniform weighting is proposed, for example, by using user activity or item popularity as 
frequency measures to determine Wij. The goal of federated recommendation systems is to 
collaboratively train recommendation models in a federated manner, where the recommendation 
service provider does not directly access users’ private data. 

2.2.2.  Current Research Status of Recommendation Systems. In 1997, researchers Resnick and Varian 
[6] first proposed a descriptive definition of traditional recommendation systems as follows: “They 
rely on certain e-commerce websites to provide customers with the product information they need, 
help them make purchase decisions, and simulate the process of salespeople assisting customers in 
completing purchases in real-time. “From the perspective of disciplinary origins, social 
recommendation systems are primarily based on the analysis theories associated with social networks. 
These theories tightly integrate a series of social attribute information that users are involved in with 
traditional recommendation systems. Social recommendation systems not only effectively address the 
problems of data sparsity and user cold start but also improve the performance of existing systems. In 
social network theory, one key tool is social network analysis, which explains the intrinsic 
relationships and evaluation values among individuals, groups, organizations, computers, and other 
entities. Social network analysis particularly focuses on the inherent relationships among users, while 
users and their corresponding information attributes are positioned as subordinates. When numerous 
individuals interact with each other within a virtual network, they form a specific topology network, 
which researchers generally define as an online social network. Some researchers point out that this 
network is part of the broader category of traditional social networks. 
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In recent years, research on recommendation systems [7-10] has witnessed significant 
advancements due to the availability of large-scale datasets, advancements in machine learning 
techniques, and the emergence of new paradigms such as federated learning. Researchers are exploring 
various approaches to improve the accuracy, diversity, and explainability of recommendations. 
Additionally, there is a growing emphasis on addressing ethical concerns, privacy protection, and 
fairness in recommendation systems. The field of recommendation systems continues to evolve, driven 
by the ever-increasing demand for personalized and relevant recommendations in various domains. 

3.  System Design 

3.1.  Architecture of a Recommendation System using Federated Learning 

3.1.1.  Systems utilizing knowledge distillation. In the work by Li [11] et al., knowledge distillation is 
applied to federated learning. They assume a federated system with n clients, where each client i holds 
mi private records. The local privacy dataset Di = [(xi

1, yi
1), ..., (xi

mi, yi
mi)] is derived from the Cartesian 

product domain	𝑋 × 𝑌, y is represented as a vector. The federated server possesses mpub unlabeled 
public data Dpub = [(x1, ?), ..., (xmpub, ?)]. The objective of the federated knowledge distillation 
algorithm, dependent on the public data, is to label the public dataset Dpub using the knowledge from 
the distributed privacy dataset Dpriv = D1∪D2∪ ...∪Dn

 . The student model (federated model) is 
trained on the labeled public dataset to serve the participants, while ensuring the privacy of the client’s 
local sensitive data during the knowledge transfer process. 

To address the limitations of existing federated knowledge distillation algorithms that rely on 
public data, the paper proposes the Reverse k-Nearest Neighbor Voting-based Federated Knowledge 
Distillation Algorithm (RKNN). The simplified process of this algorithm is illustrated in Figure 1. The 
RKNN algorithm utilizes a public representation model to extract data features and uses the cluster 
centers of the public data as query samples. In the feature space, a single private data point votes for k 
query samples. This approach not only avoids training the teacher model locally on the client side but 
also saves the privacy budget required for differential privacy protection. The algorithm described in 
the paper mainly follows the illustrated process below. 

In this study, after applying knowledge distillation techniques to an information recommendation 
system that incorporates federated learning, certain speculative extensions to the algorithm are made. 
After implementing knowledge distillation in the creation of the recommendation system, it was 
assumed that there are four rows named A, B, C, D, corresponding to columns A), B), A*, B*, 
respectively. The resulting numerical table showed column sums of 38, 10, 42, and 11. In the Table 1, 
weights were assigned to variables ‘a’ and ‘b’, with ωa = 0.6 and ωb = 1.2, respectively. Multiple 
training iterations were performed, and the generated training data was processed by the main server to 
gradually optimize the model. This led to the convergence of a₁ towards 0 and a₂towards 1, gradually 
fitting the model to the desired ideal effect. The workflow at this stage can be visually represented as 
follows. 
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Figure 1. The pipeline of the Reverse k-Nearest Neighbor Voting-based Federated Knowledge 
Distillation Algorithm. 

Table 1. The training iterations of the main server. 

 𝐴𝑎1 𝐵𝑏1 𝐶𝑎2 𝐷𝑏2 
A 13 2 6 1 
B 6 3 8 6 
C 9 1 12 4 
D 10 4 16 0 
 Y1= 38 Y2= 10 Y3= 42 Y4= 11 
 

Overall, the system model can be described as follows: the main server connects multiple 
individual user accounts, each with varying levels and heterogeneous data. The model algorithm is 
sent to the user devices for training, and the training parameters are sent back to the main server to 
form a preliminary system model. 

The benefits of using this technology for students include the protection of student privacy during 
model training. Privacy information is not sent to the outside world, eliminating potential risks. 
FedAvg, as a distributed framework, allows multiple users to train a machine learning model 
simultaneously. Each user identifies similarities in their data and derives predictive results, forming a 
preliminary model. 

3.1.2.  Recommendation System based on Federated Transfer Learning. Xun et al. [13] proposed a 
recommendation system based on federated transfer learning.Registration can be done by users who 
provide a username, email, and password,granting them access to the system. Within this design, the 
personal information page includes additional tab pages, primarily the “Profile” page. The Profile page 
stores information such as bookmarked records, rating history, profile editing, and account security. 
On the profile editing page, users can select their preferred genres. Additionally, users can set up an 
email account to receive weekly recommended updates. The movie recommendation page serves as 
the main page of the system, primarily focusing on recommending 10 movies that users may like 
based on their historical rating records and bookmarks. On this recommendation page, users can rate 
the recommended movies on a scale of 1 to 10 and bookmark movies that they haven’t previously 
bookmarked. 

Proceedings of the 2023 International Conference on Machine Learning and Automation
DOI: 10.54254/2755-2721/40/20230667

284



3.1.3.  Traditional Recommendation Algorithms. It is well-known that general recommendation 
systems [14-15] involve various disciplines such as data mining, machine learning, and predictive 
algorithms, forming a new research field. Recommendation systems are used to predict user 
preferences for items. Typically, a recommendation system collects and organizes a user’s historical 
purchase history, search records, or similar preferences to discover items that align with a user’s 
preferences and recommend them. The core technology of a recommendation system lies in the 
recommendation algorithm. Nowadays, widely used recommendation systems can be roughly 
categorized into four types: content-based filtering, collaborative filtering based on user preferences, 
collaborative filtering based on item similarities, and hybrid recommendations. The semi-supervised 
knowledge distillation technique and self-supervised knowledge distillation technique used in the 
previous context can improve accuracy  

In this study, the research process of the university recommendation system attempted to utilize 
knowledge distillation techniques and Dyn technology. It started with semi-supervised knowledge 
distillation, followed by self-supervised knowledge distillation, and finally incorporated the FedDyn 
algorithm to iteratively optimize the final model, gradually approaching the desired functionality of a 
university recommendation system. The knowledge distillation technique mentioned earlier was 
initially developed for model compression purposes. As shown in Figure 2, it involves transferring the 
content knowledge from a complex and large teacher model to a smaller and simpler student model, 
thereby enhancing the generalization performance of the student model. The student model, being 
simplified, is easier to deploy on target devices and can achieve comparable performance to the 
teacher model. During the distillation process, a specific distillation temperature T is set to soften the 
data. The softened data contains similar information, providing the student model with specific latent 
knowledge that facilitates its training. 

 
Figure 2. The pipeline of Teacher-student model for knowledge distillation. 

3.2.  University System Recommendations and Student Demand Prediction 
The objective of the system is to filter the university information and provide better content 
recommendations for teachers and students, such as recommending majors and colleges to students 
and recommending corresponding students to teachers. After collecting this information, the system 
analyzes various types of information, such as the preferences of students from all departments, the 
entire university, or even the entire country. By building models, the university information 
recommendation system can be optimized. 

The process is as follows: (1) Semi-supervised Knowledge Distillation. In this step, only a portion 
of the data is used, such as selecting data from a specific class or department. The data is then 
subjected to semi-supervised knowledge distillation techniques, which can improve the accuracy of the 
model in the initial stage. (2) Self-supervised Knowledge Distillation. At this stage, the amount of 
collected data increases, expanding to the entire university or even the entire country. If using 
semi-supervised distillation techniques leads to low efficiency, self-supervised knowledge distillation 
should be employed instead. (3) FedDyn Optimization of the Overall Model. By utilizing FedDyn 
technology, the overall model’s accuracy is improved to a certain extent, creating a more user-friendly 
system. 
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The specific functionalities of the system vary based on user roles [15] . For users with a teacher 
role, the system can recommend relevant students for teachers to facilitate the search for suitable 
graduate or doctoral students, as well as academic collaborators. For users with a student role, the 
system adjusts the recommended content to include information about majors, career prospects, and 
professional directions.  

4.  System Analysis and Discussion 

4.1.  Comparison between Students’ Independent Major Selection and the Use of Recommendation 
Systems 
When students independently choose their majors, they often face confusion and uncertainty when 
confronted with various options. Some students with sufficient resources may seek assistance from 
educational institutions, but this often comes with a high cost. Other students may rely on independent 
research or seek advice from experienced parents. These processes can be time-consuming, costly, and 
often repetitive for many individuals. By using a recommendation system, this repetitive and similar 
work can be delegated to an algorithmic program, reducing time and cost while improving the 
accuracy of the recommendations. 

On the other hand, incorporating federated learning into the recommendation system also enhances 
the protection of users’ privacy data. Compared to conventional recommendation systems, a 
recommendation system that employs federated learning does not require the transmission of users’ 
personal information. Instead, it only transfers the data generated from user model training to the host 
for processing. This approach effectively safeguards personal privacy while enabling communication 
among user data. 

4.2.  Analysis of System Limitations 
This report focuses on the feasibility of applying federated learning and recommendation systems to 
university information. The advantages of this work may be: (1) The accuracy of recommendation 
results is improved, and the overall analysis speed of the data is increased. (2) The model provides 
stronger privacy protection capabilities for the data, enabling secure data sharing and communication 
while ensuring the privacy of individual users. 

Compared to other forms of federated learning [16-17], the data analysis speed is slightly lower, 
and the implementation process can be more complex. The framework presented in this report still has 
many areas that require further research and improvement. 

5.  Conclusion 
To alleviate the major’s choosing difficulty due to information asymmetry in the process of choosing 
majors in college entrance exams, this paper proposes an automatic method of recommending majors 
based on a recommender system and federated learning. Specifically, our university major 
recommendation implements an improved knowledge distillation architecture, which can further 
optimize the recommendation performance. In addition, after reading and studying other papers that 
apply federated learning to recommender systems, this paper conducts further speculations and 
research with the aim of applying relevant knowledge and techniques to build a system that can 
recommend specific content to a target audience, such as post-high school students. This includes 
providing information related to majors, predicting students’ major preferences, and providing 
up-to-date industry news related to specific majors. This paper categorizes the techniques used to 
create recommender systems and compares them in three categories. The study shows that 
recommender systems that utilize knowledge distillation techniques will be more efficient. 
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