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Abstract. In recent years, face recognition technology, and face matching particularly have 

broadened the application fields in various aspects of society. It is considered a combination of 

deep learning architecture and face recognition technology, which has been used for personal 

information security and safety efficiently for many years. For this, this paper aims to investigate 

the practical method of utilizing Siamese models to enhance the accuracy and efficiency of face 

matching systems. The existing challenges of low accuracy and slow recognition rates in face 

matching applications have been approved to be solvable by utilizing the capabilities of the 

Siamese model. Experimental analysis and comments from relevant practitioners demonstrate 

the effectiveness and potential of the Siamese model in enhancing the performance of face 

matching systems. To conclude, the Siamese model is introduced as a robust and efficient tool 

in the field of face recognition. It provides higher accuracy and efficiency compared to the 

traditional feature-based models. Its adaptability and advancements bring the potential to 

revolutionize face-matching applications and overcome current limitations. The findings from 

the experiments demonstrate that the utilization of the joint model can significantly enhance the 
performance of the matching system. The proposed model offers a potential solution to address 

the issue of low accuracy during the face matching phase. 
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1.  Introduction 

Face recognition technology has gained significant attention and advancement in recent years, offering 
a wealth of possibilities in various fields. One practical application is the comparison of face images, a 
combination of deep learning architecture and face recognition technology. And its application has 
become a robust guarantee of personal information security. The evolution of face recognition and 
matching techniques has transitioned from conventional feature-based methods to more sophisticated 
machine learning-based approaches. Initially, face recognition systems heavily relied on the extraction 
and comparison of facial features, such as interocular distance, nose shape, and mouth position. 

Nevertheless, these methods were constrained by their reliance on precise feature extraction and were 
vulnerable to fluctuations in lighting conditions and facial expressions [1]. For instance, Viola-Jones [2] 
did significant work that used the AdaBoost algorithm for the cascade classifiers with Haar-like features. 

With the advent of machine learning techniques, the field of face recognition and matching witnessed 
significant advancements. Machine learning models, such as deep neural networks, have demonstrated 
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remarkable capabilities in learning discriminative features directly from raw facial images. These 
models [3]-[5] can capture intricate patterns and variations in facial appearance, leading to improved 
accuracy and robustness in face recognition and matching. One notable model in face matching is the 
Siamese model. The Siamese model is a type of neural network architecture that learns to compare and 

measure the similarity between two inputs. In the context of face matching, the Siamese model is trained 
on pairs of facial images, where the objective is to minimize the distance between similar faces and 
maximize the distance between dissimilar faces in the learned embedding space. This approach allows 
for more effective face matching by encoding facial features into compact and discriminative 
embeddings. The R-CNN-based technologies have gained significant progression in the field of object 
diagnosis [6]-[9]. The adaptability of the Siamese model in face-matching applications is evident in its 
ability to handle various challenges, such as pose variations, lighting conditions, and facial expressions. 
By leveraging the power of deep learning and Siamese networks, the Siamese model has shown 

promising results in face verification, identification, and clustering tasks. It has been successfully 
applied in areas such as access control systems, surveillance, and personal device authentication. The 
progress and advancements brought about by the Siamese model in face matching are significant. It has 
improved the accuracy and efficiency of face matching systems, addressing the limitations of traditional 
methods. This has led to enhanced security, convenience, and personalized experiences in various 
domains. 

The objective of this paper is to investigate the utilization of the Siamese model for enhancing the 

performance of face matching systems. By harnessing the capabilities of the Siamese model, the aim of 
tackling the existing challenges of low accuracy and slow identification rates in face matching 
applications is met. Through experimental analysis and evaluation, the intention is to showcase the 
effectiveness and potential of the Siamese model in improving the performance of face matching 
systems. In conclusion, the Siamese model has emerged as a powerful tool in the field of face matching, 
offering improved accuracy and efficiency compared to traditional feature-based methods. Its 
adaptability and advancements have the potential to revolutionize face matching applications and 

overcome existing limitations. This paper aims to contribute to the ongoing research efforts in utilizing 
the Siamese model to enhance the performance of face matching systems, ultimately improving accuracy 
and speed in real-world applications. The experimental results show that utilizing the conjoined model 
can effectively improve the performance of the face matching system. The proposed model can solve 
the existing problems of low accuracy and low recognition rate in face matching applications. 

2.  Methodology 

2.1.  Dataset description 
The datasets are used for training and evaluating model performance, helping the researchers and 
developers get insight into relevant address real-world problems [10]. Datasets are of utmost importance 
in the field of face matching as they offer a significant number of face images [11] for training and 

evaluating the efficacy of face-matching models. MongoDB, an open-source NoSQL database 
management system, is widely recognized for its popularity. It is specifically designed to store and 
manage large volumes of structured and unstructured data. In the realm of face matching experiments, 
MongoDB assumes a critical role. It serves as a training dataset for training deep learning models, such 
as Siamese networks, to acquire the feature representation of faces. Furthermore, MongoDB is utilized 
as an evaluation dataset to gauge the performance of face matching models. Researchers can test and 
compare their models on MongoDB to comprehend their effectiveness in real-world scenarios. 

2.2.  Proposed approach  
The research objective of Siamese model experiments is to achieve accurate face matching by learning 
the feature representation of faces. The Siamese model is a deep learning model that maps two similar 
or dissimilar input samples to the same feature space for matching tasks. The researchers aim to improve 
the accuracy and robustness of face matching through the training and evaluation of the Siamese model. 
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The research methodology typically involves the following steps: Firstly, training the Siamese model 
using large-scale face recognition datasets such as MongoDB. During training, the model's parameters 
are optimized by minimizing a loss function to make similar face pairs closer in the feature space and 
dissimilar face pairs farther apart. Secondly, evaluating the trained Siamese model's performance using 

evaluation datasets like MongoDB. Performance metrics such as matching accuracy, recall, and data 
loss are computed to assess the model's performance in different scenarios and conditions. Researchers 
may also perform techniques such as hyperparameter tuning and data augmentation to improve the 
model's performance. Through Siamese model experiments, researchers gain deeper insights into the 
challenges and issues in face matching tasks and propose improved methods and techniques to enhance 
the accuracy and robustness of face matching. 

2.2.1.  Preprocessing. The image preprocessing pipeline typically involves several steps to enhance the 

quality and suitability of images for further analysis or tasks. The main purpose of image preprocessing 
is to reduce noise, remove irrelevant information, and standardize the images to ensure consistency and 
improve the performance of subsequent algorithms or models. With the advent of deep learning, features 
can also be learned automatically from images using deep neural networks. Convolutional neural 
networks (CNNs) are commonly used for extracting high-level features from images. The process is 

shown in Figure 1. Firstly, since the dataset contains a large number of face images, face detection, and 
alignment are performed to ensure consistent face positions and sizes across all images. Secondly, image 
cropping and scaling may be done to reduce noise and unnecessary information. Furthermore, data 
augmentation techniques like random rotation, translation, and flipping can be applied to improve model 
generalization. To achieve those steps, the pre-trained model would be introduced, and this neural 
network has been trained on a significantly large dataset. It generates a distinct 128-dimensional vector 
for each specific face when provided with images that have been cropped to only include the facial 
region and are properly aligned. The input image size required for this network is 160x160x3. These 

preprocessing steps help enhance model performance and robustness while reducing inconsistencies and 
noise in the dataset. The process is shown in the figure 1. 

 

Figure 1. Preprocessing steps of the images 

2.2.2.  Contrastive. In this study, author proposes training a conjoined network to process pairs of 
images and optimize the embedding by minimizing the distance between them if they belong to the same 
category. Conversely, if the images represent different categories, the network is trained to increase the 

distance between them beyond a predefined threshold. The image source is determined by evaluating 
the image feature value obtained from image preprocessing. By optimizing the loss function, the degree 
of loss in the feature value is reduced. The contrast loss function will be minimized: 

   𝐿𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝑖𝑣𝑒(𝑥0, 𝑥1 , 𝑦) =
1

2
𝑦‖𝑓(𝑥0) − 𝑓(𝑥1)‖2

2 +
1

2
(1 − 𝑦){max(0,𝑚 − ‖𝑓(𝑥0) − 𝑓(𝑥1)‖2)}

2     (1) 

where the coordinate x and y represent the difference between different images, with the integral of the 
corresponding function and corresponding maximum function for minimizing a contrastive loss function. 
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2.2.3.  Triplet. A triple network containing anchors, positive examples and negative examples (of the 
same type as the anchors) is generated so that the anchors are closer to the positive examples than the 
negative examples. For the creation of positive and negative samples, a random forest random function 
is randomly generated that is closer to the positive samples overall by comparing eigenvalues. The 

Triplet function selects a set of positive and negative examples for each anchor, as, 

 𝐿𝑡𝑟𝑖𝑝𝑙𝑒𝑡(𝑥𝑎, 𝑥𝑝, 𝑥𝑛) = max(0, 𝑚 + ‖𝑓(𝑥𝑎) − 𝑓(𝑥𝑝)‖2
2
− ‖𝑓(𝑥𝑎)− 𝑓(𝑥𝑛)‖2

2)         (2) 

where the coordinate x represents the eigenvalue of different images, with the integral of the 
corresponding function, and the different relationship between the integrals leads that the anchor is 

closer to the positive example than it is to the negative example by some margin value. 

2.3.  Implemented details 
The research utilized Jupiter Notebook (Python 3.10.12) and the MongoDB library to implement 
decision tree models. Data visualization was performed using the torch vision and SoftMax libraries. 
The study was conducted on a Windows device equipped with an 11th Gen Intel(R) Core (TM) i5-

11400H processor. The decision tree was configured with the following settings: A special Batch 
Sampler was used to generate n classes and n samples corresponding with each class, resulting in mini-
batches of size n classes * n samples. Since MNIST is a relatively easy dataset, no additional settings 
were required. These settings allowed the initial sample models to accurately capture patterns and 
relationships in the data, enabling further optimization and improvement. 

3.  Result and discussion 

This chapter concentrates on the optimization orientation of the Siamese model trained using a specific 
database. It examines the loss function and the image output of the embedded network to assess the 
model through metrics such as metric attributes and analysis rate. The existing models, such as CNN, 
are trained using a large number of images to automatically extract features, primarily local key point 
descriptors, from given images. The eigenvalues are withdrawn and stored as multi-dimensional 
coordinates. These extracted features are then compared and matched with the features already extracted 

in a database. The similarity or match between the image and the images in the database is determined 
using a threshold-based approach. The results are evaluated using metrics such as accuracy, recall, and 
discrimination. For instance, the triplet function generates a pair of positive and negative examples, and 
the features of the anchor group are further strengthened to reduce the loss in the comparison process 
and improve the comparison accuracy. Some experimental results are presented in the figure 2 and figure 
3. 

 

Figure 2. Bill Gates & Larrypage 
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Figure 3. Mark Elliot Zuckerberg 

As shown in Figures 4 and 5, the proposed model can effectively distinguish different types of data 
in the embedded vector space, and can reasonably calculate the differences between different types of 
data. And the low dimensional visualization in Figure 5 can effectively demonstrate the efficient 

classification performance of the proposed model applied to face matching. It should be noted that the 
performance and accuracy of feature extraction and matching depend on the choice of feature extraction 
methods and matching algorithms. Researchers typically conduct experiments and optimization to select 
the most suitable methods and parameters for specific tasks. The aforementioned technique of extracting 
features from preprocessed portraits, along with the outcomes of the comparison and training model 
based on this approach, collectively establish the viability of Siamese in the domain of portrait 
recognition. 

 

Figure 4. Embedding Vectors 

 

Figure 5. Embeddings for training set 
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4.  Conclusion 

This study introduces the Siamese model for facial image feature extraction. This model is particularly 
effective in tasks such as face recognition, face verification, and facial expression analysis. The Siamese 
architecture comprises two identical neural networks that possess shared weights and are trained to 

acquire a similarity metric for pairs of facial images. The adaptability of the Siamese model arises from 
its capacity to capture and evaluate nuanced distinctions in facial characteristics, regardless of lighting 
circumstances, facial expressions, and pose variations. By learning a discriminative embedding space, 
the Siamese model can effectively differentiate between similar and dissimilar faces. Experimental 
studies have further confirmed the value of the Siamese model in facial image feature extraction. These 
experiments involve evaluating the model's performance on benchmark datasets, such as Labeled Faces 
in the Wild and Mega Face, which contain a large number of face images with variations in pose, 
illumination, and occlusion. The results consistently demonstrate the superior performance of the 

Siamese model in accurately identifying and verifying faces. In the future, research will further extend 
to other areas such as object recognition, image retrieval, and even medical image analysis using 
Siamese models. The Siamese model can be utilized for its ability to learn to discriminate features and 
measure similarities to drive research and development in various fields that require accurate and 
efficient feature extraction and matching. 
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