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Abstract. The prevalence of stress in contemporary society has emerged as a significant concern, 

exerting a profound influence on our daily lives. The objective of this study is to predict stress 

levels in sleep patterns through the utilization of a machine learning algorithm known as random 

forest. The significance of stress detection has increased due to its potential to induce various 

issues such as insomnia and depression. The examination of stress can assist individuals in 

mitigating the adverse effects associated with prolonged exposure to stress. The study 

commences with the preprocessing phase, followed by an exploratory data analysis, subsequent 

dataset splitting, identification of significant features, and concludes with model training. The 

utilization of the random forest model can enhance the comprehension of the association between 

sleeping characteristics and levels of stress. Furthermore, it produces a f1-score of 98 percent, 

indicating a strong predictive capability for determining stress levels in sleep patterns. The 

proposed method can effectively predict stress levels during sleep mode. This study can provide 

an effective model for society to prevent people's psychological problems in advance. 
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1.  Introduction 

Stress has become a hot topic in the present times as it is a very common thing in our life as it correlates 
our daily performances, mood, and also mental health. Sleep has a complex relationship with stress 
levels, and this relationship plays a vital role in maintaining body homeostasis when faced with internal 
or external challenges. The quality of sleep can be measured using physical or physiological 
characteristics such as heart rate, body temperature, and body movement [1]. Stress can have negative 
influence on sleep and caused serious problems. For instance, according to the cognitive model of 
insomnia, an individual's preoccupation with sleep problems leads to heightened arousal, which then 

hinders the initiation and continuity of sleep. The fear or experience of insomnia can further worsen an 
already stressful situation [1,2]. This model’s role is predicting the stress levels in sleep patterns by 
using machine learning method. This model can be useful to explore link between stress and sleep [3]. 
Predicting the stress level in sleep pattern can potentially contribute to public health efforts, raise 
individuals’ awareness to relieve stress and reduce issues that are triggered by excessive stress. 

While stress and sleep pattern are popular topics, scholars have done various works and researches 
on exploring the relationship between stress and sleep. For example, they used the movement of a 

sleeping individual to identify sleep. Webster presented the first system for automatic scoring. Cole 
discovered that the ideal sleep detection precision was 88% [4]. During sleep, heart rate exhibits 
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variations: it increases and decreases in response to sleep arousal events. Recent studies have also 
established a correlation between heart rate and sleep quality. Specifically, stages 3 and 4 of sleep 
display significantly lower frequency when compared to stages 1 and 2 [5,6]. There are also many 
studies suggest that hypothalamus-pituitary-adrenal (HPA) axis, which are closely linked to stress as 

well as sleep, may explain the relationship between sleep and stress. The presence of acute stress is often 
associated with a reduction in slow wave and rapid eye movement (REM) sleep. Additionally, sleep 
deprivation, when used as a stress-inducing factor, has significant impacts on both the structure of sleep 
and the natural rhythms of the body [7]. The technique uses in the study applies random forest classier. 
Over the years, researchers have done various efforts on improving the classification model as traditional 
machine algorithm generally yield low accuracy. In 1996, Leo Breiman introduced the Bagging 
algorithm, an early-stage algorithm [8]. Amit and Geman further developed this approach by defining a 
wide range of geometric features. They then employed a random selection method to search for the 

optimal split at each node [9]. Subsequently, influenced by Amit and Geman's paper, Breiman 
incorporated their ideas into his thoughts on random forests. He introduced a step of randomizing the 
outputs in the original training set, which subsequently generated a new training set. This innovation led 
to the development of the Random Forest Classifier, a powerful ensemble model that combines a series 
of tree-based classifiers. As a result, the Random Forest Classifier has gained widespread popularity in 
various applications, particularly in classification and prediction. 

The random forest machine learning algorithm is utilized in this study with the primary aim of 

predicting stress levels based on sleep patterns. First and foremost, the SayoPllow datasets. Author 
repossesses csv and checked for null values to simplify the prepossessed step. Then author has 
exploratory data analysis, which allows us to visualize the data and investigate the relationship between 
different variables. Following that, author uses a random forest classifier to discover factors in sleep 
patterns that have the greatest influence on stress. Following that, author splits the data in order to fit it 
into the training model: random forest classifier. The fundamental principle underlying the random 
forest algorithm involves the construction of a multitude of decision trees, which are subsequently 

combined to make predictions. Every decision tree is trained using training samples that are randomly 
drawn and characteristics that are randomly selected. This implies that individual decision trees have 
been trained using distinct subsets of data and characteristics, thereby mitigating the issue of over-fitting 
in the model.  The random forest algorithm can perform precise classification, which helps the model to 
make prediction of the stress level, allowing people to deal with reducing stress and raise awareness to 
improve the sleep patterns. 

2.  Methodology 

2.1.  Dataset description and preprocessing 
The dataset, obtained from Kaggle [10,11] under the name "SayoPillow.csv," provides valuable insights 
into the relationship between various parameters and stress levels. The parameters include the user's 

snoring range, respiration rate, body temperature, limb movement rate, blood oxygen levels, eye 
movement, number of hours of sleep, heart rate, and Stress Levels (ranging from 0 - low/normal to 4 - 
high). The dataset is derived from SaYoPillow, a cutting-edge Smart-Yoga Pillow designed to 
investigate the correlation between stress and sleep. The pillow aims to achieve the concept of "Smart-
Sleeping" by incorporating an edge device that analyzes the physiological changes occurring during 
sleep. Based on these changes, the model proposes stress prediction, contributing to a better 
understanding of sleep-related stress factors. 

For the preprocessing unit, the first step is understanding the data. Rows and columns of the datasets 
needed to be shaped, identified and displayed. Then, the names for the columns Data Frame can be 
renamed to achieve the better readability and understanding. For example, returning row for the object 
based on position can quickly test if the right type of data in it. After that, all columns of the input should 
include in the output and to show the statistical summary. Last steps are checking null values and 
checking distribution of target variable. Checking null values can ensure that there are no missing values 
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in any of the columns of the datasets, and to check distribution of the target variable, it is feasible to 
create a count plot to visualize it. 

2.2.  Proposed approach  

The primary goal of the study is to construct a model that can predict the stress level in the sleeping 
pattern, and using random forest to train the datasets for better accuracy. Figure 1 above explicitly lay 
out the procedure made in the model. After the preprocessing unit, it is necessary to make the exploratory 
analysis in order to have a better understanding of the relationship between the features and the selected 
targeted variable. To achieve this, the target variable (stress level) can be first made. After that, violin 
plots for numerical features based on the target variable is constructed to visualize each feature’s 

distribution by the target variable. In addition, a pair plot needed to be created in order to visualize the 
pairwise relationships between variable and have target variable as the hue. The last thing for the 
exploratory analysis is to make a correlation analysis through making a correlation matrix heat map. 
Next step is splitting the datasets for training, which is an important stage in machine learning. Data is 
first split into feature and the target variable, then split into training and testing sets, having overall 4 
sets. After split the datasets for training, it is very important to identify the most important features in 
the datasets. To do that, random forest classifier is utilized. First of all, an instance of the Random Forest 

Classifier with hyper parameters is created with deciding the number of trees and controlling the 
randomness. Secondly, random forest classifier is fit into the data in order to train the random forest 
classifier on the training data. Since Random Forest Classifier incorporates the Gini importance and can 
choose the impurity-based feature importance, feature importance can be got from the trained Random 
Forest Classifier. Then, looping over each feature and its importance can have the importance score for 
all the features, and then the features’ names with their corresponding importance score can be printed 
out for visualization. Feature importance can be also shown in a bar chart to make a comparison between 
each feature’s importance score. Ultimately, random forest classifier is used again to predict the 

accuracy of the data. First, number of trees in the forest are set and random forest classifier is fit on the 
datasets. Then, the score of the training data can be yielded by random forest classifier. In addition, the 
confusion matrix and classification report can be printed based on the prediction to better understand 
the result trained by random forest classifier, which both can help assess model’s classification 
performance. 

 

Figure 1. The process of the study 

2.2.1.  Random Forest Classifier algorithm. Random forest is a supervised machine learning algorithm 
which ensures high stability and diversity. The structure involved in Random Forest Algorithm can be 
seen by the Figure 2, which employs multiple decision trees for primarily classification and regression 
tasks. In the random forest model, first step is to acquire a random subset from the training data through 

the Bootstrap sampling. This subset comprises a segment of the initial training data and may contain 
duplicated samples. After that, each decision tree is constructed follow by the rules of decision tree 
algorithm, which rule is recursively splitting the datasets into subsets until the criterion is met such as 
reaching a predefined depth. Following by constructing every decision tree, outputs are generated by 
each tree, and the final output is considered based on majority of votes for classification or regression. 
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Random forest involves random feature selection, helping reduce the correlation between individual 
trees, which can effectively deal with the over-fitting problem. 

 

Figure 2. The process of the random forest 

2.2.2.  Evaluation Metrics and Visualization Tools. Evaluation of the Random Forest Model includes 
metrics and visualization tools, including accuracy and classification report. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
.                                  (1) 

This metric provides an indication of the frequency with which our classifier produces accurate 
results. The calculation involves the summation of all verifiable values, which are then divided by the 
total number of values. The confusion matrix presents a table that has different outcomes of the 
prediction and results of a classification problem. Confusion Matrix can be served as a powerful tool 
that visualize the outcomes The classification report is a valuable tool for assessing the performance of 
a machine learning model, offering a comprehensive summary of various metrics that indicate model 
effectiveness. These metrics include precision, recall, and F1-score. Precision measures the accuracy of 

positive predictions by comparing true positives (TP) to the total number of predicted positives (TP + 
FP). It gauges the model's proficiency in correctly identifying positive samples. In contrast, recall 
calculates the true positive rate by dividing the number of true positives by the total number of actual 
positives (TP + FN). It evaluates the model's ability to detect all positive samples without missing any. 
Lastly, the F1 score represents the harmonic mean of precision and recall, combining both metrics to 
provide an overall evaluation of the model's performance. 

2.3.  Implemented details 

The study utilizes Pandas for data manipulation, NumPy for numerical operations, and matplotlib for 
creating visualization. It also imports seaborn for advanced visualizations and statistical graphics. To 
implement the random forest classifier, it uses sklearn and python3.10. The study also implement 
Evaluation Metrics and Visualization Tools by importing sklearn metrics. 

3.  Result and discussion 

After preprocessing, exploratory data analysis split the dataset, identify important features and model 
training, the relationship between features are visualized and learned and the result trained by random 
forest classifier is yielded. 

The computation of feature importance in a random forest classifier involves calculating the mean 
and standard deviation of the impurity decrease accumulated within each tree. During the iteration 

process, the algorithm discloses both the features and their respective importance scores. From the Table 
1 above, the model places significant importance on the variables 'eye movement' and 'blood oxygen' 
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when predicting stress levels during sleep. High values of these characteristics may suggest heightened 
levels of stress. The variables 'snoring rate', 'limb movement', and 'heartrate' exhibit significant 
significance, suggesting their relevance in the prediction of stress levels. However, the feature 'sleeping 
hours' appears to have the least influence based on this model. Nonetheless, it is still crucial to take it 

into account during the analysis. 

Table 1. The importance score of the feature. 

Features 
Snoring_r

ate 

Respirati

on rate 

Body- 

temperat

ure 

Limb_move

ment 

Blood- 

oxygen 

Eye-

movem

ent 

Sleeping_ho

urs 

Heat_r

ate 

importan

ce score 
0.130143 

0.12329

5 
0.122216 0.123938 

0.1361

99 

0.13711

6 
0.104807 

0.1222

88 

 
Table 2 above is the classification report based on the random forest prediction. The accuracy, 

precision, recall, and f1-score achieve to 98%. With the accuracy of 0.984 generated by random forest 
classifier, it has a better performance than training by the decision tree classifier, which has 0.976 

accuracy. This can illustrate why the random forest is often considered better than a single decision tree 
because of its ability of reducing over-fitting and better handling of outliers and noisy data. Overall, 
incorporating random forest to get every feature’s importance can have a clearer understanding on 
relationship between features and stress level. The results turn out that eye movement and blood oxygen 
are the two most important features that are influencing the stress level in sleep patterns. In addition, the 
model can have a more robust and precise prediction when applies random forest classifier. 

Table 2. The performance of the result 

Classification report: precision recall f1-score support 

0 0.96 1.00 0.98 23 

1 1.00 0.96 0.98 24 

2 1.00 1.00 1.00 28 

3 1.00 0.96 0.98 26 

4 0.96 1.00 0.98 25 

accuracy   0.98 126 

macro avg 0.98 0.98 0.98 126 

Weighted avg 0.98 0.98 0.98 126 

4.  Conclusion 

All in all, the study aims to create a model that analyses the prediction of stress level in sleep patterns 
by using random forest classifier. Random forest classifier, which employs multiple decision trees, has 
obvious advantages like reducing over-fitting, ensuring versatility and generally yield high accuracy. 
Random forest classifier can yield the feature importance, which can have a better understanding of the 

relationship between features during sleep and the stress level. Moreover, using random forest classifier 
to train on the data can yield high accuracy of prediction, which ultimately leads to a better and more 
precise prediction of stress level in sleep patterns. 
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