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Abstract. In the era of information overload, recommender systems develop rapidly. And 

because the needs of information consumers are full of diversity and the information data 

provided by information producers is too large, to enhance the efficiency and quality of 

recommendations, the research community has introduced numerous approaches to optimize 

recommendation systems. As collaborative filtering stands as a time-tested technique in 

recommendation systems, This paper facilitates a swift comprehension of recent advances in 

collaborative filtering. It does so by examining the techniques presented across the entire 

collaborative filtering recommendation systems research field in recent years, especially its 

development in the domain of deep learning, and have a solid understanding of the field of study. 
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1.  Introduction 

In the present era of the rapidly evolving Internet and the exponential expansion of information data, 
how to achieve high-quality and effective information in an environment of information over- load has 
become a major problem, and recommendation systems stand as crucial tools in addressing this 
challenge. The core essence of a recommendation system is its role as an information filtering method, 
leveraging user historical behavior and other pertinent data, processes them according to different 
technologies and algorithm models, and makes recommendations to achieve accurate predictions, to 

better suit the interests and preferences of users [1]. At the same time, the recommendation system 
permeates all aspects of our lives, from government affairs to learning and tourism [2], continuously 
promotes business growth, enriches information acquisition, promotes social interaction, promotes 
innovation and personalized content creation, significantly contributes to social and economic 
advancement while enhancing people’s quality of life. 

Collaborative filtering represents the quintessential approach in recommendation system 
technology. It forecasts a user’s preference for a particular item by analyzing the user’s historical 
behavior data alongside other user behavior patterns. The initial collaborative filtering algorithm 

relies on user behavioral data, such as the user’s Score or click behavior [3], subsequently, 
researchers began to propose different algorithm improvements and recommendation models, 
neighborhood-based techniques encompass methods such as user-based collaborative filtering, 
item-based collaborative filtering, and matrix factorization-based approaches like matrix 
decomposition algorithms, etc [4], owing to the progress in deep learning, several collaborative 
filtering algorithms built upon neural networks have emerged, such as neural network-based 
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collaborative filtering and collaborative filtering with attention mechanisms, etc. [5]. These 
algorithms leverage the potent expressive capabilities of neural network models to more 
effectively capture the relationships between users and items. 

As an important class of algorithms, collaborative filtering algorithms can predict and make 

decisions based on group behavior and better achieve diversified and personalized 
recommendations. If there is larger group size and more user behaviors, it can achieve a better 
recommendation effect. Therefore, after long-term improvement and optimization, the 
collaborative filtering algorithm has been well implemented and applied in many large Internet 
companies at home and abroad, such as Google, Netflix, YouTube, etc. [6-8]. At the same time, 
because the collaborative filtering algorithm only relies on user behavior, such as purchase records, 
click records, rating records, etc., it can make recommendations without considering the relevant 
information of specific users or the relevant information of recommended items, which greatly 

saves data collection and the time and cost of processing makes it an excellent performer in al l 
walks of life. However, because it mainly makes decisions based on user behavior data, it lacks 
sufficient relevant data when facing new users and new items, affecting recommendations’ 
accuracy. Therefore, solving its cold start problem is also a hot direction of continuous research 
[9,10]. Moreover, there are many contemporary Internet products and a huge user base. Most 
users only operate, browse, and comment on a small part of the subject matter. The resulting 
behavior matrix is too sparse, which will also lead to inaccurate calculation results. Affecting the 

accuracy of recommendation results, there are many studies on this problem [11-12]. In summary, 
the ongoing refinement of collaborative filtering algorithms within recommendation systems 
significantly influences the continued evolution of recommendation systems and the enhancement 
of recommendation accuracy. 

The goal of this paper is to review the research field of collaborative filtering recommendation 
systems in recent years, focusing on widely introducing the key ideas and technologies used 
to solve the recommendation problem based on collaborative filtering, avoiding showing most of 

its implementation details so that readers can quickly understand the recent years.  Developments 
and prospects in the field. 

2.  Overview of Collaborative Filtering 

Collaborative filtering (CF) is a recommendation system algorithm for predicting items or content that 
users may like. CF makes recommendations by analyzing the similarity between users based on the 

user’s historical behavior and preferences. The process of CF consists of two main steps: user similarity 
calculation and recommended item prediction. In the calculation of user similarity, CF will calculates 
user similarity by analyzing a user’s historical behavioral data, such as purchase records or ratings. 
Commonly employed similarity calculation methods encompass Angular similarity and the correlation 
coefficient. Through the calculation of user similarity, it becomes possible to identify other users who 
share similar interests with the target user. In the recommended item prediction, CF will predict the 
items or content that the target user may like based on the behavior and preferences of similar users of 
the user. According to different prediction methods, CF can be divided into memory-based and model-

based categories [13,14]. In the initial category of approaches, there is a maintenance of a database 
containing previous user preferences, which is computed anew each time a fresh recommendation is 
required. In the latter approach, a database is also maintained but first used to create a descriptive model, 
which is then used to make recommendations for active users [15]. The different subclasses in each 
major class in CF are shown in Figure 1. Due to the vigorous development of research in the field of 
deep learning in recent years, which has attracted widespread attention and enthusiasm, this article also 
focuses on the latest developments based on CF in this field, and the rest of the sub-categories only 

introduce the core without too many details. 
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Figure 1. Collaborative filtering technology classification  

3.  Methods 

3.1.  Memory-Based Techniques 
Memory-based collaborative filtering technology is a frequently employed approach in recommendation 
systems, which utilizes existing user-item rating data in the system to predict and recommend users’ 
interest in new items. This approach finds other users with similar interests or similar items based on 
the user’s historical rating data and uses them as the basis for predicting new items. Specifically, the 

memory-based collaborative filtering method first constructs a user-item rating matrix, which records 
users’ ratings on items. Then, by computing the similarity between users or the similarity between items, 
the missing ratings are predicted. Ultimately, the item with the highest predicted score is suggested to 
the user. Memory-based collaborative filtering techniques can be additionally classified into two 
categories: user-based and item-based methods. 

3.1.1.  User-Based Method 

This method aims to predict users’ interests based on the similarity of behavior or preferences between 
users. The algorithm calculates the similarity between users by analyzing user behavior data (such as 
ratings, clicks, purchases, etc.) in the rating matrix, and uses these similarities to make item 
recommendations. In the user-based collaborative filtering algorithm, similarity functions are utilized to 
first identify neighboring users of the target user. The similarity function measures the degree of 
similarity between users, and different measurement methods can be used, such as based on the Pearson 

correlation coefficient, cosine similarity, etc. To forecast the rating that the target user would assign to 
an item, it typically involves calculating a weighted average of the ratings provided by nearby users for 
that particular item. These weights are usually calculated according to the similarity function, indicating 
the degree of influence of neighboring users on target users [16]. 

3.1.2.  Item-Based Method 

It mainly predicts users’ preferences for other items based on their ratings or behavior history on items. 
The core idea of the algorithm is to make recommendations by mining the similarity between items. In 
an item-based collaborative filtering algorithm, the initial step involves computing the similarity 
between items, often using common similarity measures such as the Pearson correlation coefficient and 
cosine similarity. These similarity measures can be obtained by computing the similarity of ratings or 
behavior histories between items. Once item similarities are calculated, it becomes possible to predict 
the user’s preferences for candidate items based on the user’s ratings of neighboring items. This process 

is similar to the user-based collaborative filtering algorithm but on the item dimension [17]. 
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3.2.  Model-Based Techniques 

3.2.1.  Clustering 

A clustering algorithm is an unsupervised learning algorithm used to divide objects in a dataset into 
groups with similar characteristics. It divides similar objects into the same cluster by calculating the 
similarity between data and makes the difference between different clusters as large as possible. 
Clustering algorithms can help us discover hidden patterns and structures in datasets. In collaborative 
filtering, clustering algorithms can be used to construct groups of users or items. By grouping users or 
items into the same cluster according to their similarity, we can find groups of users or items with similar 
preferences or characteristics. Information from these clusters can then be exploited to predict user 

preferences for items or recommend similar items to users [18]. 
This article [19] proposes that the clustering collaborative filtering algorithm has some progress in 

solving the problems in the collaborative filtering algorithm. Specifically, the clustering collaborative 
filtering algorithm mainly solves the problems of sparse scoring matrix, weak scalability, and deviation 
of user interest. The algorithm improves the scoring prediction accuracy by improving the Mini Batch 
K-Means clustering algorithm and introducing time weighting. The article [20] introduces a novel 
clustering collaborative filtering algorithm known as the Soft K Index Alternative Projection (SKAP) 

algorithm. This method efficiently addresses high-dimensional soft clustering challenges by generating 
a sparse partition matrix, ultimately delivering a Top-N recommendation list. 

3.2.2.  Regression 
Regression analysis is a statistical approach utilized to assess the connection between variables, one 
being independent and the other dependent. It estimates the value of the dependent variable by fitting a 

curve or a line to the data points. In collaborative filtering, regression analysis can be used to predict the 
association between user ratings and communities. By analyzing users’ ratings and common patterns in 
the community, users’ ratings of other items can be inferred. In collaborative filtering, regression 
analysis can be used to model the relationship between users and items. By applying regression analysis 
to user rating data and item features, one can make predictions for user ratings on new items [21]. This 
approach can improve the degree of personalization and accuracy of recommendation systems [22]. This 
study proposes a collaborative filtering method based on high-dimensional regression, which can 
achieve recommendation performance close to the dense solution while improving computational 

efficiency. 

3.2.3.  Matrix Completion 
Matrix Completion is a technique to restore a complete matrix by filling in the missing values in the 
matrix. In collaborative filtering, since the user’s rating data for items is usually incomplete, the use of 
matrix completion technology can predict missing rating values, thus enhancing the precision of the 

recommendation system. By using the matrix completion technique, the missing ratings can be inferred 
from the existing rating data to construct a complete rating matrix. In this way, the recommendation 
system can make recommendations based on the complete scoring matrix and provide more accurate 
recommendation results [23]. 

3.2.4.  Bayesian Networks 

Bayesian Networks, a probabilistic graphical model, are employed to depict relationships among 
variables. They consist of nodes and directed edges, with nodes representing random variables and 
directed edges indicating dependencies among these variables. Bayesian networks can be used to infer 
probability distributions among variables for prediction and inference. In collaborative filtering, 
Bayesian networks can be used to model the relationship between users and items. By analyzing the 
user’s historical behavior and the attributes of the item, a Bayesian network can be constructed to 
represent the user’s preference and evaluation of the item and improve the accuracy and personalization 

of the recommendation system [24]. 
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3.2.5.  Association Rule Mining 
This method is a data mining technique for discovering frequent item sets and association rules in data 
sets. It analyzes the relationship between items in the data set, finds out the combination of items that 
often appear at the same time, and generates association rules to describe the relationship between these 

items. This mining algorithm can predict items based on the association between past and present 
purchases of items [25]. 

3.2.6.  Neighborhood 
In collaborative filtering, a neighborhood refers to a group of users or items that share similar interests 
or characteristics with the target user or item. Neighborhood collaborative filtering methods have gained 

widespread popularity in recommendation systems owing to their notable advantages, including 
interpretability, robustness, and competitive performance [26]. 

3.2.7.  Neural Network 
A neural network is a computational model that emulates the structure and functionality of the neuron 
network in the human brain. It helps to extract features from input data and make pre- dictions or 

classifications. In collaborative filtering, neural networks can be used to enhance the performance of 
recommendation systems, especially in dealing with cold-start problems, sparse data, and scalability. 
Specifically, multi-layer perceptrons and convolutional neural networks are commonly used neural 
network models in collaborative filtering. They improve the accuracy of personalized recommendations 
by learning the interaction patterns between users and items. Currently, the application of neural 
networks in recommender systems is still a hot area of deep learning research. Future research directions 
include improving accuracy, and scalability, and using more datasets [24,25]. 

In this work, the author uses a graph neural network (GNN) to learn the embedded representation of 
users and items. Specifically, they use GNNs to propagate information, aggregate information from 
neighbor nodes to target nodes, and utilize intent-aware and global decoupling methods to improve 
recommendation performance. This method has advantages in solving problems such as data sparsity 
and over-smoothing. In this paper [27], the author uses Convolutional Neural Network (Convolutional 
Neural Network) and Recurrent Neural Network (Recurrent Neural Network) to improve the 
collaborative filtering algorithm. Convolutional neural networks can be used to process image and text 
data, while recurrent neural networks can process sequential data, such as time series or user behavior 

sequences, bringing higher performance and flexibility to recommender systems. This work [28] 
proposed the DCCF algorithm, which improves the accuracy of recommendations by introducing a 
combination of global intent decoupling and local collaborative filtering signals. It uses a graph neural 
network (GNN) to learn representations of users and items and propagates and integrates these 
representations through message passing and information aggregation. At the same time, DCCF also 
introduces the concept of intent decoupling, which decomposes the preference information of users and 
items into multiple potential intents, so as to better capture complex user-item interaction behaviors. 

4.  Conclusion 

At present, deep learning has exhibited remarkable success in numerous domains, encompassing natural 
language processing, image processing, and speech recognition. Within the realm of recommendation 
systems, deep learning technology can adeptly capture the intricate relationships between users and 
items, thereby improving the accuracy and personalization level of collaborative filtering algorithms. 

The deep learning model can learn richer feature representations from large-scale data, helps compensate 
for the limitations of traditional collaborative filtering methods when dealing with sparse data, thereby 
enhancing the accuracy of recommendations. Meanwhile, the cold-start problem has always been a 
difficult problem in recommender systems, especially for new users or new items. In the future, with the 
continuous increase of data, the ability of deep learning can be combined to obtain more features from 
other information sources (such as user social network, user historical behavior, etc.), so as to effectively 
alleviate the cold start problem. In the future, collaborative filtering can also be combined with more 
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efficient predictive models (such as time series forecasting, statistical models, etc.) to better handle data 
dynamics and trends, while collaborative filtering methods can capture similarities between users. 
Combining these two methods, a more comprehensive and accurate recommendation system can be 
constructed. By fusing the outputs of different models, higher quality recommendation results can be 

achieved. And in the future, it can also be combined with a natural language generation model like 
ChatGPT, which can add more humanized interaction and interpretability to the recommendation system. 
This approach not only provides users with personalized recommendations, but also explains why those 
recommendations are made, thereby increasing user trust and satisfaction. This is crucial to the user 
experience of recommender systems. 
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