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Abstract. Parkinson's disease (PD) is the second most prevalent neurological disorder, following 

Alzheimer's. Despite this, there is currently no successful treatment for PD. Therefore, early 

detection of Parkinson's disease is crucial for preventing its progression. To address this, a 

computer-aided diagnosis system has been implemented to identify any abnormalities. 

Significant research has been conducted using speech and gait analysis. However, there is 

growing interest in using electroencephalographic (EEG) signals to diagnose Parkinson's disease 

at an early stage. This paper aims to use EEG to capture neural correlates of dysfunction in PD 

patients and compare with the normal ones to determine whether a person has PD. The method 

is to preprocess the EEG dataset using MATLAB and EEGLAB and to analyze and classify the 

preprocessed data using MLP neural networks, which has good expressiveness and adaptability. 

Our dataset contains 25 sets of data with 11 healthy people and 14 Parkinson's Disease patients. 

Experiments show that the model has an average test accuracy of 96.8% and average test loss of 

12.8%. 
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1.  Introduction 
Parkinson's disease primarily occurs due to the loss of dopaminergic neurons in the substantia nigra, 

leading to the death of these cells. Current Parkinson's disease medications treat symptoms but do not 

stop or slow the degeneration of dopaminergic neurons [1]. Since other neurological disorders have 

similar signs, doctors use a combination of medical history and medical science to make a judgment, 

but this is inefficient and about 25% of diagnoses are considered incorrect. Therefore, it is important to 

recognize the disease at an early stage and treat it promptly [2]. 

Although the neurologist's opinions and reviews are crucial in determining the final diagnosis, any 

tool that assists in comparing diagnoses is highly valued. Thus, there is an increasing need for automated 

procedures that can enhance the accuracy of diagnosing Parkinson's disease. Some auxiliary tests such 
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as imaging and body fluid markers are helpful in the diagnosis and differential diagnosis of Parkinson's 

disease. 

Based on the pathological change of dopaminergic neuron injury in Parkinson's disease, the detection 

of dopamine transporters through positron emission tomography (PET) is a valuable imaging auxiliary 

diagnosis method [3]. However, this project is expensive, and it should be noted that it is not suitable 

for routine use. Besides, DAT SPECT does not distinguish Parkinson's disease from atypical Parkinson's 

syndrome [4]. 

Magnetic resonance imaging (MRI) can help identify Parkinson's disease and other diseases that 

cause Parkinson's syndrome. In structural MRI, neuromelanin in the substantia nigra and the high signal 

of the dorsal substantia nigra are reduced, and iron deposition and diffusion coefficient of the substantia 

nigra are increased, and quantitative susceptibility mapping is of certain value for the diagnosis of 

Parkinson's disease [5]. However, price, convenience and other factors limit the clinical application, and 

the external validity of these methods is still to be confirmed. 

To monitor the electrical activity of the brain, a non-invasive method is utilized called EEG. It records 

the electrical signals generated by the firing of neurons in the brain using electrodes placed on the scalp. 

EEG is frequently employed in clinical and academic contexts to investigate cognitive processes, track 

sleep patterns, and diagnose neurological problems. EEG has the advantage of being affordable and 

portable, enabling the capture of cerebral data in real-life situations. Moreover, EEG surpasses other 

technologies in terms of both speed and duration in recording brain activity [6]. Swann, a professor in 

the Department of Human Physiology, suggested that by utilizing a secure and cost-effective method to 

assess and measure brain activity, it can identify differences between individuals with PD who were 

both on and off medication, as well as in comparison to healthy people [7]. Since Parkinson's disease is 

associated with brain abnormalities, an early preliminary clinical diagnosis can be made using EEG. 

The data collected from an EEG can provide valuable insights into brain activity and help in 

understanding various brain states and conditions. In this study, MLP neural networks were used to 

identify and classify EEG data, which has the advantage of simplicity and can deal with nonlinear 

problems, and finally a classification model with high accuracy was obtained. 

2.  Method 

This section outlines the recommended approaches for analyzing EEG signals, including steps such as 

preprocessing, extracting useful features, and applying classification techniques by MLP neural network. 

2.1.  Data Acquisition 

The dataset used in this study is publicly available [8] and consists of two samples from the University 

of New Mexico and the University of Iowa. In this paper, we used the dataset from Iowa, which consists 

of 14 control subjects and 14 patients with Parkinson's disease. The researchers recorded the resting 

state EEG signals of the subjects using 64-channel electrodes made of sintered Ag/AgCl. The sampling 

rate was between 0.1 to 100 Hz, and each recording lasted for about 2 minutes per trial. In the experiment, 

the EEG data of three groups of ordinary people were not successfully extracted in the feature extraction 

step, so actually the dataset of 11 control subjects and 14 PD patients was used. 

2.2.  EEG preprocessing 

The EEGLab2023 toolbox was employed to preprocess data. Firstly, an initial filtering process was 

performed on the EEG signals using a band-pass filter within the range of 0.5-70 Hz and a notch filter 

at 60 Hz to eliminate ambient noise and power frequency noise. Then, Independent Component Analysis 

(ICA) is applied to the filtered signal. Independent component analysis is to do a reverse operation on 

the data of the recording point and decompose the data of each recording point into components. After 

that, any components related to eye drift and blinking were manually identified and rejected. 
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2.3.  Feature Extraction 

Feature extraction was conducted using MATLAB 2022b. Given that the dataset was obtained during 

the resting state, the EEG signal was divided into batches in a balanced manner. Subsequently, features 

are extracted from these segmented intervals. This research has identified three features from time 

domain and frequency domain, including beta wave band power, skewness and kurtosis.   

In general, individuals with Parkinson's disease tend to exhibit a reduction in the speed of their brain's 

overall electrical activity, specifically a decrease in the power of beta and gamma waves [7]. Besides, 

the symmetry and steepness are also important characteristics, in which the PD patients show differences 

compared to normal people. As Swann said that the EEG signals of healthy people fluctuate similar to 

sine waves, but with increased asymmetry, and the slope or steepness of these signals holds significance 

for patients with PD. This characteristic was readily observable in patients who were not taking any 

medication [9]. Band power reflects the energy in the corresponding band. The skewness measures the 

degree of deviation from the symmetry of a normal distribution, and the kurtosis represents the 

peakedness or flatness of a distribution. Therefore, these three features were finally selected since they 

carry well the above features related to PD. 

2.4.  Multilayer Perceptron (MLP) 

The classification model is based on the MLP model with Keras in Python. The Multilayer Perceptron 

(MLP) is a straightforward and fundamental neural network. Based on the biological neuron model, we 

can derive the MLP's fundamental structure. The most common MLP consists of three layers: input 

layer, hidden layer, and output layer. These layers are all completely interconnected. In this experiment, 

we trained a 6-layer MLP and the architecture is shown in Fig 1. 

 

Figure 1. The structure schematic of the MLP neural network 

For hidden layers, the degree of generalization and accuracy obtained by first expanding the dataset 

before compressing it, is higher than that obtained by continuous compression [10]. The ReLu function, 

which is more suitable for nonlinear activation, is used. Meanwhile, we only have two final outputs, the 

use of softmax activation function gives better binarization of the results and hence more accurate results. 

We use a simple train-test split to divide all the dataset into training sets (80%) and testing sets (20%) 

and optimized for gradient descent using a Nadam function with a convergence rate of 0.0001. Use batch 

size equals to 500 and 50 epochs to get the training results. 
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3.  Results 

 
                                                               (a)                                                                                              (b) 

Figure 2. (a) EEG signal before the filtering 

(b) EEG signal after the filtering 

The ambient and power frequency noise of the EEG signal were well eliminated after filtering. Fig 2 

shows that the filtering worked well since the filtered EEG signal became flatter and less burred. Next, 

the artifacts were eliminated after ICA, and the dataset was successfully preprocessed, and all the files 

were output in set format. 

Then, through MATLAB, the three features of the preprocessed data have been extracted, and files 

were converted to csv format. After merging all the files into one, the final dataset used for training was 

obtained. 

After the import of data, many trials have been done on the parameters to get the most ideal model, 

which especially focused on the number of the layers. By using Nadam function with a batch size of 

500 and an epoch of 50, we experimented 10 times with each number of the layers, and Figure 3 shows 

the corresponding 10 sets of test loss and accuracy and their average values when the MLP neural 

network has 4 to 9 layers respectively, and the model with 6 layers is the most stable and accurate one 

with an average test loss of 12.75% and test accuracy of 96.8%, and the training results are shown in the 

figure 4. 

 

Figure 3. The table showing the test loss and accuracy of the model with 4 to 9 layers 
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                                                            (a)                                                                                                    (b) 

Figure 4. (a) Training and validation loss and (b) Training and validation accuracy 

Since there is no new data to use for the experiment, there is no test on whether the model is overfitted 

or under-fitted, but despite the small number of subjects (11 normal people and 14 PD patients), the 

model is still in a good fitting condition. 

4.  Discussion 

There are many ways to diagnose PD medically, but there are few clinical cases of using neural networks 

to analyze EEG and combine brain function with deep learning. In this research we used the MLP model, 

which has the advantage of being simple and easy to study, and good performance can be obtained with 

few subjects. 

In the future, when faced with more complex images, we will try to use the GCN model which is 

unified in a structurally simple and effective way and guarantees diagnostic accuracy and robustness to 

individual differences [11]. 

5.  Conclusion 

In this experiment, we first acquired the EEG dataset from the University of Iowa and preprocessed it 

by EEGLAB. For the feature extraction part, we selected three features that are highly correlated with 

Parkinson's disease after consulting the literature. In this way, the computational efficiency of the 

subsequent model can be improved, the risk of overfitting can be reduced, and the accuracy of the model 

for Parkinson's disease can be increased.  

Then we trained a 6-layer MLP neural network to diagnose PD by using the preprocessed EEG data. 

Through multiple adjustments of the model parameters such as the number layers, the batch size and the 

epoch to avoid problems such as underfitting, overfitting and gradient disappearance, we obtained the 

model with an average test accuracy of 96.8% and an average test loss of 12.7%. Based on the good 

performance obtained, the model can be used as a reliable and long-term tool to help early clinical 

diagnosis of Parkinson's disease. 

In the future, our group intends to obtain more diverse data from people of different ages, races, and 

genders to enhance the diversity and accuracy of our model. This may extend to the diagnosis of many 

different brain diseases. 
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