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Abstract. This study aimed to predict home prices in Ames, Iowa, using two regression 

techniques: forward selection regression and principal component regression. The research 

began with exploratory data analysis and several pre-processing steps. Features are classified, 

overlapping features are merged, missing values are processed appropriately, and predictors of 

zero or near-zero variance are removed. The data is then scaled to solve the problem of data 

fragmentation. The results indicated that the forward selection regression method had higher 

prediction accuracy and a lower root mean square error (RMSE) value, suggesting its superiority 

in predicting home prices. The findings of this study have practical implications for various 

stakeholders in the real estate market. By focusing on the identified areas that contribute 

significantly to the value of real estate, stakeholders can make informed decisions to enhance 

their investments. This research provides valuable guidance for homeowners, real estate agents, 

and property developers in understanding the factors influencing home prices in Ames, Iowa. 

Keywords: Housing Price Forecast, Linear Regression, Forward Selection Regression, Principal 

Component Regression. 

1.  Introduction 

Research and Markets 2023 Global Market Report for Real Estate Agents and Brokers predicts a 

compound annual growth rate of 7.3% in the global real estate agency market, which is projected to 

increase from $1.32 trillion in 2022 to $1.4 trillion in the same year. This growth highlights the 

importance of understanding the factors that influence housing prices, as it provides essential insight 

into the worth of homes and the sentiment of buyers and sellers. Predicting housing prices accurately 

and identifying the key factors that drive these prices is crucial for various stakeholders in the real estate 

market, including homeowners, real estate agents, and property developers. This study focuses on 

predicting home prices in Ames, Iowa, using two regression techniques: forward selection regression 

and principal component regression. The objective is to develop reliable predictive models that can 

accurately estimate a house’s price based on essential information. Additionally, these models should 

offer insights into the factors that significantly impact housing prices, revealing the attributes of a 

property that are most closely tied to its value. To achieve this objective, the research begins with 

exploratory data analysis and several data preprocessing steps. Features are classified, overlapping 

features are merged, missing values are appropriately handled, and predictors with zero or near-zero 

variance are removed. The data is then scaled to address any issues related to data fragmentation. By 
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employing these regression techniques and analyzing the data, this study aims to provide valuable 

guidance for stakeholders in the real estate market. Homeowners, real estate agents, and property 

developers can benefit from the identified factors that contribute significantly to the value of real estate 

in Ames, Iowa. This research can help stakeholders make informed decisions to enhance their 

investments and improve the value of their properties. 

2.  Literature Review 

A plethora of research has been done on forecasting housing prices, employing a range of methods such 

as linear regression, decision trees, and machine learning algorithms. Rosen (1974) introduced the 

concept of hedonic pricing models, which use observed characteristics of a good to estimate its implicit 

price. Widely employed to forecast housing costs, Malpezzi (2003) [1] has employed this technique. 

Moreover, Machine learning techniques show promise in housing price prediction. Celik et al. (2012) 

used artificial neural networks (ANN) for predicting housing prices in Istanbul and found that ANNs 

outperformed multiple linear regression [2]. Park and Bae (2015) employed random forests in Gyeonggi 

Province, South Korea, and showed that their model outperformed linear regression, decision tree, and 

k-nearest neighbors’ models [3].  

Selecting features is a fundamental part of constructing predictive models, as it helps to simplify the 

model, avoid overfitting, and enhance its interpretability. Guyon and Elisseeff (2003) gave an overview 

of filter techniques and showed their use in a variety of areas. Filter techniques evaluate the importance 

of each feature separately, based on statistical metrics such as correlation or mutual data [4]. For example, 

Tsai and Chen (2014) used filter methods, specifically correlation-based feature selection, to identify 

relevant features for predicting housing prices in Taiwan. The dataset [5] revealed that the location, land 

area, and age of the building were the most essential elements in determining housing prices. 

Kohavi and John (1997) pioneered a wrapper technique for feature selection, which assesses subsets 

of features by constructing models and gauging their efficacy [6]. Mao et al. (2011) then employed a 

wrapper approach, particularly forward stepwise selection, to identify the most pertinent features for 

forecasting housing prices in Beijing. Their results showed that variables like the floor area ratio, 

distance to the central business district, and green coverage ratio were significant predictors of housing 

prices [7]. 

For regression techniques, linear regression has been a popular choice for housing price prediction 

due to its simplicity and interpretability. In 1986, Frew and Jud investigated the correlation between 

housing costs and a variety of socioeconomic elements in the United States [8]. Can (1992) then 

investigated the influence of housing features, ecological benefits, and local characteristics on house 

prices in the US, discovering that these elements significantly impacted housing prices [9]. In addition, 

Li et al. (2016) applied principal component regression (PCR) to predict house prices. By blending 

Principal Component Analysis (PCA) and Linear Regression, PCR is a method employed to tackle 

multicollinearity issues in the data set. Li and colleagues used this method to predict housing prices in 

China and demonstrated that PCR provided more accurate predictions than traditional multiple linear 

regression [10]. 

While previous studies have applied various regression techniques for housing price prediction, a 

direct comparison of forward stepwise selection and PCR has not been extensively explored. 

Additionally, these techniques have not thoroughly investigated the Ames Housing dataset. This study 

aims to fill these gaps by applying forward stepwise selection and PCR to the Ames Housing dataset 

and comparing the performance of the two models. 

3.  Data and Methodology  

The purpose of this research is to forecast housing costs in Ames through two techniques: forward 

selection regression and principal component regression (PCR). 
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3.1.  Data 

3.1.1.  Description of Data. The Ames Housing Dataset, compiled by Dean De Cock in 2011, presents 

data about 2930 residential real estate transactions that took place in Ames, Iowa, U.S., between 2006 

and 2010. This set of information is widely seen as an enhanced and updated variant of the well-known 

Boston Housing Dataset and hence, was selected for this investigation. The dataset for training 

encompasses 1460 instances and 79 predictor variables, where the “Sale Price” serves as the dependent 

variable. The dataset was originally sourced from Kaggle.  

3.1.2.  Data processing. The research was conducted with Exploratory Data Analysis (EDA), 

proceeding through various data preprocessing steps. We first categorize the features. There are four 

main categories: environment, configuration, properties, and scoring. The results are shown in Table 1. 

Table 1. Classification of data. 

Environment Configuration 

2 MSZoning Regional classification 34 BsmtFinSF1 
The finished size of the 

basement 

3 LotFrontage 
Straight-line distance 

from street level 
37 BsmtUnfSF 

The unfinished size of 

basement 

10 LotConfig 

Position relative to the 

surrounding housing 

street 

38 TotalBsmtSF Total basement area 

13 Condition1 

Proximity to 

surrounding roads (street 

railway Park) 

42 Electrical Electrical power system 

   47 BsmtFullBath Basement full bath 

   48 BsmtHalfBath 

Basement half bathroom 

(with urinal and sink 

only) 

   49 FullBath 
Full bathroom above 

ground level 

   50 HalfBath 
Half bathroom above 

ground level 

   51 Bedroom Above ground bedroom 

   54 TotRmsAbvGrd 
Above ground room 

(without bathroom) 

   56 Fireplaces Number of fireplaces 

   58 GarageType Garage location 

   59 GarageYrBl 
The year the garage was 

built 

   65 PavedDrive Paved driveway 
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Properties Scoring 

4 LotArea The area of the house 17 OverallQual 

Evaluate the overall 

materials and finishes of 

the house 

7 LotShape 
The shape of the house 

footprint 
18 OverallCond 

Evaluate the overall 

condition of the house 

15 BldgType 

Type of house (single 

family, double family, 

duplex, townhouse 

interior, both ends) 

28 ExterCond 
Evaluate the status of 

external materials 

16 HouseStyle House style (1, 2 floors) 33 BsmtFinType1 
Grade of the finished 

basement area 

20 YearRemodAdd Date of modification 

(same as date of 

construction if no 

modification) 

40 HeatingQC Heating quality and 

conditions 

21 Roofstyle Roof style (flat, 

triangular, double slope) 

53 KitchenQual Assessing kitchen quality 

25 MasVnrType Type of surface masonry 57 FireplaceQu Evaluating fireplace 

quality 

26 MasVnrArea Masonry veneer area, 

square feet 

63 GarageQual Assessing garage quality 

29 Foundation Type of foundation 

(brick, stone, wood, 

concrete, cinder block) 

64 GarageCond Assess garage status 

43 1stFlrSF First-floor area 73 Fence Assessing fence quality 

44 2ndFlrSF Second-floor area    

46 GrLivArea Living area above 

ground level 

   

76 Mosold Month of sale    

77 Yrsold Year of sale    

78 SaleType Type of sale 

(responsible deed, 

agreed, interest...) 

   

79 SaleCondition Sales status (general, 

trade, mortgage...) 

   

 

The dataset exhibits numerous features that possess shared characteristics. For instance, the general 

state of a house is expressed through both “Overall Quality” and “Overall Condition”. By integrating 

these shared features, it’s possible to decrease noise within the dataset. Hence, this investigation has 

merged “Overall Quality” and “Overall Condition” to establish a unified feature. This method was also 

implemented on the pairs of features, “Garage Quality” & “Garage Condition,” “Exterior Quality” & 

“Exterior Condition,” and “Basement Quality” & “Basement Condition.” 

Divide the absent values into two distinct groups. One category is true missing data, and the other 

category is “NA” which is meaningful. For the 15 predictors where NA has a specific meaning (Alley, 

BsmtQual, BsmtCond, BsmtExposure, BsmtFinType1, BsmtFinType2, FireplaceQu, GarageType, 

Table 1. (continued). 
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GarageFinish, GarageQual, GarageCond, PoolQC, Fence, MiscFeature, GarageYrBlt), there is no need 

to imputation NA as a missing value. Assign a value of 0 to a predictor that has a specific meaning for 

NA. For the truly missing predictor, remove them. 

The data is digitized using the ‘as. integer’ function. The predictors of zero and near-zero variance 

are then removed. Some redundant features are shown in Figure 1. 

 

Figure 1. Redundant features: Observations are limited to the same value or category. 

After that, the data needs to be scaled because the data is scattered. Some data that has not been 

standardized is shown in Figure 2. 

 

Figure 2. Some data that has not been standardized. 

This study displays the data as a typical normal distribution. The process is undertaken by ‘preProcess 

()’ in Caret. 
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After that, multicollinearity was removed from the data, and variables significantly correlated with 

the target variable “SalePrice” at a given significance level of 0.05 were screened out. 

3.2.  Methodology 

3.2.1.  Forward selection regression. Regression forward selection is a technique of feature selection 

that begins with an empty model and adds features to find the most pertinent predictors for the target 

variable. At each step, the predictor which yields the most significant improvement in the model’s 

goodness-of-fit is chosen. This process continues until no significant improvement is seen by adding 

more predictors or a predefined stopping criterion is met. 

Forward selection regression can be employed to pinpoint the most critical features that shape 

housing prices, such as location, size, and age of the property. By only including pertinent predictors in 

the model, it can simplify the model, avoid overfitting, and enhance interpretability. 

RMSE, a measure of model accuracy, is used in this study. A higher RMSE value implies a greater 

model accuracy. Let us assume the observed values are y1, y2, … … , yk, and the predicted values are 

y1̂, y2̂, … … , yk̂ . This is determined by computing the square root of the mean square error (MSE): 

 RMSE = √MSE = √
∑ ( yi−yî)2

i

n
  (1) 

where: 

n is the number of observations in the dataset (nrow(train)). 

Adjusted R2 is used to evaluate the statistically significant enhancement level. This is a way to gauge 

the accuracy of the regression equation. Unlike the regular R-squared, which increases with the addition 

of more predictors to the model, adjusted R-squared takes into consideration the number of predictors 

and adjusts the value accordingly. This helps to find a model that balances complexity and fit and 

prevents overfitting. The formula for adjusted R-squared is as follows: 

   (2) 

where: 

 R2 = 
∑ ( yî−y̅)2

i

∑ (yi−y̅)2
i

  (3) 

n is the number of observations (samples). p is the number of predictors (features). 

3.2.2.  Principal Component Regression (PCR). By combining Principal Component Analysis (PCA) 

and linear regression, Principal Component Regression (PCR) is a method to tackle multicollinearity 

issues in the dataset. PCA is a dimensionality reduction technique that transforms the original predictors 

into a new set of uncorrelated variables, known as principal components. These components can capture 

the greatest amount of variance in the original data while preserving orthogonality. 

In PCR, the first step is to perform PCA on the predictor variables, and then a linear regression model 

is fit using the principal components as the new predictors. By using PCR, the model can handle 

multicollinearity issues caused by correlated predictors and achieve more accurate predictions than 

traditional multiple linear regression. 

4.  Results 

4.1.  Model selection 

4.1.1.  Forward selection regression. The forward stepwise selection was achieved using library ‘leaps’, 

selecting the best model based on the maximum adjusted R-squared value. The RMSE for the best model 

is then calculated to assess its accuracy. The relationship between the number of variables and the 

adjusted R-squared value is shown in Figure 3. 
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Figure 3. The relationship between the number of variables and the adjusted R-squared value. 

When number of variables is 37, R squared is the largest. 37 variables are shown in Figure 4: 

 

Figure 4. 37 variable names. 

Figure 5 illustrates the significance of the pertinent variables, with only the top 20 chosen for 

presentation. 

               

Figure 5. The significance of the pertinent variables. 
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Now the RMSE is 0.116. 

4.1.2.  Principal Component Regression (PCR). Cross-validation was employed in this research to find 

the minimal RMSE by determining the number of primary components. Finally, it is decided that the 

RMSE is the smallest when the Number of components is 47, and the RMSE is 0.231. Figure 6 illustrates 

the significance of principal component-related variables, with only the top 20 chosen for display. 

 

Figure 6. The significance of principal component-related variables. 

4.2.  Evaluation model 

Forward selection regression, due to its lower RMSE, is chosen to construct a multiple linear regression 

model. Figure 7 displays the comparison between the real data of the training set and the predicted data. 

 

Figure 7. The comparison between the real data of the training set and the predicted data. 

4.3.  Prediction Results of Linear Regression 

Use forward selection regression to make predictions about the test set. SalePrice is automatically 

predicted by using the ‘predict’ function. Some of the results after regularization are shown in Figure 8: 
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Figure 8. The results after regularization. 

5.  Discussion 

The main concentration of the discourse is on the efficacy of forward selection regression and Principal 

Component Regression (PCR) in forecasting house prices, as well as their disparities in finding variable 

significance. 

Firstly, it is noteworthy that forward selection regression and PCR show different performances in 

predicting house prices. The forward selection regression’s RMSE value of 0.116 implies a more exact 

prediction of house prices. However, the RMSE value of PCR is higher (0.231), which might be due to 

its sacrifice of some predictive accuracy when dealing with multicollinearity issues. 

Secondly, the differences in figuring out variable importance between the two methods are also 

significant points of discussion. The adjusted R-squared value figures out the significance of 37 

variables chosen in forward selection regression, whereas PCR selects 47 principal components, the 

RMSE value being the deciding factor. This disparity between the two approaches could be the cause 

of their divergent outcomes in forecasting house prices. 

In addition, this study has drawn several insights. 

(1) Both models emphasized the importance of the predictive factors “OverallQual” and 

“KitchenQual”, ranking them among the top six. This shows that the overall material and finish 

of the house, particularly the kitchen, greatly impact the value of the house. This might be 

somewhat surprising, suggesting that real estate market participants should pay more attention 

to the kitchen area. 

(2) Apart from “OverallQual” and “KitchenQual”, other predictive factors also played significant 

roles. For instance, the quality of the basement and the condition of the bathrooms ranked 

relatively high on the variable importance measurement chart. 

According to the above analysis, this study suggests that choosing the proper prediction method and 

method for determining variable importance is crucial for the accuracy of house price prediction. 

Exploration of other prediction techniques and variable selection approaches could be further 

investigated to improve the precision of house price forecasting. 

6.  Conclusions 

In this study, the researchers conducted exploratory data analysis and various data preprocessing steps 

to process the dataset. These steps included categorizing features, consolidating overlapping ones, 

handling missing values, and scaling the data. By categorizing and consolidating features, the 

researchers were able to reduce noise within the dataset and improve its quality. Additionally, handling 

missing values and scaling the data helped to ensure the accuracy and consistency of the dataset. 

The study focused on predicting house prices using the forward selection regression method. The 

results showed that this method had higher prediction accuracy and a lower root mean square error 

(RMSE) value compared to other regression techniques. This indicates the superiority of the forward 

selection regression method in predicting house prices. 

Furthermore, the study identified several important factors that significantly impact house prices.  

Notably, “OverallQual” and “KitchenQual” have been identified as significant factors. This finding 

emphasizes the impact of a house’s overall material and finish, particularly the kitchen, on its value. 

Other factors, like the quality of the basement and the condition of the bathrooms, were also found to be 

significant. These findings provide valuable insights into the factors that influence housing prices and 

can be used by stakeholders in the real estate market to make informed decisions and enhance their 

investments. 
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Overall, this study contributes to the understanding of housing price prediction and provides practical 

guidance for homeowners, real estate agents, and property developers. By focusing on the identified 

factors that contribute significantly to the value of real estate, stakeholders can make informed decisions 

to enhance their investments and improve the value of their properties. 
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