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Abstract. Housing price prediction is a typical regression problem in machine learning. 

Common algorithms include linear regression, support vector regression, random forest, and 

extreme gradient boosting models based on integrated learning methods. Among the specific 

problems, different models in the specific problem will get different results. This research will 

compare these three models to show which model is more accurate and robust. Given the 

practical problem of housing price prediction, various characteristics of houses are carried out. 

The research will analyze and study, apply a variety of regression models, and compare the 

performance of the above three models on this problem, make the horizontal comparison of the 

advantages and disadvantages of different models, and analyze the difference in effect Line 

analysis and summary. 

Keywords: Linear Regression, Support Vector Machines, Support Vector Regression, Random 

Forest, Extreme Gradient Boosting. 

1.  Introduction 

House price prediction is a significant field within the domain of real estate and finance. It involves 

utilizing statistical modeling and machine learning techniques to forecast the prices of residential 

properties. The objective of house price prediction is to provide accurate estimates of property values, 

which are valuable for various stakeholders including homebuyers, sellers, investors, and financial 

institutions. 

The background of house price prediction can be traced back to the emergence of real estate markets 

and the need to assess property values. Traditionally, real estate appraisers and agents relied on their 

expertise and market knowledge to estimate house prices. However, with the advent of technology and 

the availability of large datasets, predictive modeling techniques have gained prominence. 

The availability of extensive housing data, such as property features, location, historical prices, 

economic indicators, and demographic factors, has enabled the development of sophisticated predictive 

models. These models utilize various algorithms, including linear regression, decision trees, random 

forests, support vector machines, and more recently, deep learning methods like neural networks. 

This research is going to figure out what key factors can influence the house price, make comparisons 

between different models and give some recommendations for people. 
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2.  Literature Review 

The essays referred to in this research are mostly found at https://www.cnki.net, which is the official 

website of essays published in China. And the other essays are found in the reference list of these essays. 

In real production applications, there will be certain errors or missing data, or it does not meet the 

needs of the model. Poor quality data often leads to poor efficiency of data modeling, and even directly 

leads to severe problems such as significant errors in the model. In order to ensure the validity of the 

data and make it meet the application requirements, appropriate data preprocessing should be carried 

out at the beginning of the model building.[1] 

When modeling, emphasis is placed on finding correlations between data and verifying them. At the 

same time, the use of data to avoid the occurrence of data islands, the need for data correlation operations, 

and the purpose of correlation analysis is to test the covariance trend of two random variables. For 

regression analysis, the dependent variable must be a random variable, while the independent variable 

can be either a common variable or a random variable, which will not have a fundamental impact on the 

experimental results. 

Support vector machine (SVM)  is a new general learning method developed in 1995 based on the 

theory of statistical learning. It solves the problems of structure selection and local minimum (overfitting, 

underfitting) of the second-generation neural network. SVM, which is based on statistical learning 

theory, has been applied to various fields of machine learning and is called the most general universal 

classifier.[2] 

The random forest model is often used in classification and regression problems. In the classification 

problem, the random forest combines multiple decision trees and then votes to obtain the final 

classification result.[3] 

Extreme Gradient Boosting (XGBoost) is proposed by Dr. Chen Tianqi [4], an integrated machine 

learning algorithm based on the decision tree (GBDT). The fundamental idea of XGBoost is to train 

multiple weak decision trees in series to form a strong decision tree. Each decision tree may not have a 

good classification effect, but multiple decision trees will get more accurate results. This model is 

suitable for classification and regression problems and has obvious advantages over traditional models, 

such as fast training, low cost, and low generalization error.  

The idea of the XGBoost algorithm is to continuously add trees, each feature split will add a new 

tree, and each new tree will use a new function to fit the last predicted residual. When the training is 

completed, K trees will be obtained. Predicting the score of a sample is based on the characteristics of 

this sample, each tree will fall into its corresponding leaf node, each leaf node corresponds to a score, 

and finally add up the scores corresponding to each tree to the predicted value of the sample.[5] 

3.  Methodology 

3.1.  Data collection 

The dataset used in the prediction is downloaded from Kaggle. The source of the dataset: 

https://www.kaggle.com/code/emrearslan123/house-price-prediction/input. 

3.2.  Data introduction 

The dataset has 81 columns and 1460 rows, which means there are 81 features of the houses and 1460 

houses are recorded. There exist some features with huge amounts of missing values. The count of 

missing values is shown in Figure 1. If necessary, these features should be dropped. And some features 

with only a few missing values will be filled with mean or median according to the situation. 

Proceedings of the 4th International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/49/20241058

48



 

Figure 1. Count of missing values. 

The details of the Sale Price are shown in Table 2. The minimum price of the house is 34900 dollars 

and the maximum is 755000 dollars in the dataset. 

Table 1. Details of the Sale price. 

 count mean std min 25% 50% 75% max 

SalePrice 1460 180921.2

0 

79442.50 34900 129975 163000 214000 755000 

 

The distribution of the price can be seen in Figure 2. Most house prices are around 150000 dollars, 

and there is only one peak. 

 

Figure 2. Histogram and Kernal Density Plot of Sale price. 

3.3.  Data processing 

A heatmap is a graphical representation of data where values are encoded as colors in a two-dimensional 

matrix. It is a way to visualize and explore relationships between two variables, often displayed as a grid 

of cells, where each cell is filled with a color representing the value of the corresponding data point. A 

heat map of the dataset is shown in Figure 3. 
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Figure 3. Heat map. 

Many features have a low correlation with the Sale price. So, only important features and features 

with high correlation are picked out. The picked-out features are shown in Table 2. 

Table 2. Description of important features. 

OverallQual Rates the overall material and finish of the house 

YearBuilt Original construction date 

YearRemodAdd Remodel date (same as construction date if no remodeling or additions) 

TotalBsmtSF Unfinished square feet of the basement area 

1stFlrSF First Floor square feet 

GrLivArea Above grade (ground) living area square feet 

FullBath Full bathrooms above grade 

TotRmsAbvGrd Total rooms above grade (does not include bathrooms) 

GarageCars Size of garage in car capacity 

GarageArea Size of garage in square feet 

SalePrice Condition of sale 

MSZoning Identifies the general zoning classification of the sale. 

Utilities Type of utilities available 

BldgType Type of dwelling 

Heating Type of heating 

KitchenQual Kitchen quality 

SaleCondition Condition of sale 

LandSlope Slope of property 

  

In this step, it is figured out what are the key factors that are probably influencing the house price. 

3.4.  Model fitting 

In this research, four different models will be used to fit the data and be compared. 
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Linear regression is a simple and widely used regression model that aims to establish a linear 

relationship between the independent variables and the dependent variable. It assumes a linear equation 

where the dependent variable is a linear combination of the independent variables. 

Random y with x1, x2, ... The linear regression model for xk is as follows: 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2+, . . . , +𝛽𝑘𝑥𝑘 + 𝜀 

Where β0, β1, β2, ..., βk is the k+1 location parameters, β0 is called the regression constant β1, β2, ..., 

βk is called the regression coefficient. y is called the explained variable, x1, x2, ..., xk are k exactly 

controllable general variables called explanatory variables.[2] 

Support Vector Machines is a versatile machine learning algorithm that can be used for both 

classification and regression tasks. In the context of regression, SVM aims to find a hyperplane that 

maximizes the margin between the predicted values and the actual values. It uses support vectors, which 

are the data points closest to the hyperplane, to define the regression line. 

The main steps and mathematical theory of the algorithm are as follows.  

a. Computation of maximum margin hyperplane; b. Lagrange multiplier; c. K TT condition and dual 

transformation; d. High-dimensional mapping; e. Kernel functions and soft margins.  

By implementing the above steps and mathematical principles, the linear classifier can be applied to 

nonlinear data sets.[2] 

The corresponding regression estimation function is as follows: 

𝑓(𝑥) = ∑ (𝛼𝑖 − 𝛼𝑖
∗)𝐾(𝑥𝑖 , 𝑥𝑗) + 𝑏

𝑥𝑖𝜖𝑠𝑣

 

Where: C>0 is the penalty coefficient, and a larger C means a larger penalty for data points outside 

the pipeline ε. αi, αi* are the Lagrange multipliers. . 0≤αi≤C,0≤αi*≤ C, the xi corresponding to 

non-simultaneously zero αi, αi* is the support vector (SV). 0<αi<C, αi*=0; 0<αi*<C, αi =0, the xi 

corresponding to 0 is the standard support vector (NSVM). 

K(xi,xj) = ϕ(xi)ϕ(xj) is called the kernel function.[6] 

b =
1

NNSV
{ ∑ [𝑦𝑖 − ∑ (𝛼𝑗 − 𝛼𝑗

∗)𝐾(𝑥𝑗 , 𝑥𝑖) − 𝜀

𝑥𝑗𝜖𝑠𝑣

] +

0<𝛼𝑖<𝑐

∑ [𝑦𝑖 − ∑ (𝛼𝑗 − 𝛼𝑗
∗)𝐾(𝑥𝑗 , 𝑥𝑖) + 𝜀

𝑥𝑗𝜖𝑠𝑣

]

0<𝛼𝑖
∗<𝑐

} 

Random Forest is an ensemble learning method that combines multiple decision trees to make 

predictions. In the case of regression, a Random Forest Regressor constructs a collection of decision 

trees and averages their predictions to provide the final output. 

The basis and condition for feature selection in decision trees are that entropy decreases the fastest 

and improves the purity of the data set. The CART tree calculates the effect of each variable on the 

heterogeneity of the observations at each node of the decision tree using the Gini index. Lower values 

of the Gini index indicate higher purity. [7] If the selected attribute is A, then the Gini index of the split 

data set D is calculated as follows: 

𝐺𝑖𝑛𝑖𝐴(𝐷) =∑
|𝐷𝑗|

|𝐷|
𝐺𝑖𝑛𝑖(𝐷𝑗)

𝑘

𝑗=1

 

XGBoost (Extreme Gradient Boosting) is a popular machine learning algorithm that is widely used 

for both regression and classification tasks. XGBoost regression specifically refers to the application of 

XGBoost for regression problems. Regression is a supervised learning task where the goal is to predict 

a continuous target variable based on input features. XGBoost regression, like other regression 

algorithms, aims to find a mathematical relationship between the input variables (features) and the target 

variable, allowing us to make predictions for new data points. 
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Similar to CART trees, the score values of multiple weak regression trees are summed as the 

predicted value. Final objective function: 

𝑜𝑏𝑗 =∑((∑𝑔𝑖
𝑖∈𝐼𝑗

)𝑤𝑗 +
1

2
(∑ℎ𝑖
𝑖∈𝐼𝑗

+ 𝜆)𝑤𝑗
2)

𝑇

𝑗=1

+ 𝛾𝑇 

Where j represents the jth regression tree, w regression tree weight, Ij essentially represents a set, 

each value in the set represents the serial number of a training sample, and the whole set is the training 

sample divided by the tth CART tree into the jth leaf node.[1] 

3.5.  Model comparison  

In the evaluation and comparison stage, four attributes, which are Mean Absolute Error, Mean Squared 

Error, Root Mean Squared Error, and R squared, will be used to evaluate the models. The formulas are 

listed in Table 3. 

Table 3. Formula. 

MAE 
1

𝑚
∑|(𝑦𝑖 − 𝑦�̂�)|

𝑚

𝑖=1

 

MSE 
1

𝑚
∑(𝑦𝑖 − 𝑦�̂�)

2

𝑚

𝑖=1

 

RMSE √
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑚
𝑖=1

𝑚
 

𝑹𝟐 
∑ (𝑦𝑖 − 𝑦�̅�)

2𝑚
𝑖=1

∑ (𝑦�̂� − 𝑦�̅�)
2𝑚

𝑖=1

 

 

MAE (Mean Absolute Error): MAE measures the average absolute difference between the predicted 

values and the true values. It provides a measure of how close the predictions are to the actual values. 

MAE is useful when you want to have a metric that is easy to interpret in the original unit of the target 

variable. 

MSE (Mean Squared Error): MSE measures the average squared difference between the predicted 

values and the true values. It gives more weight to large errors due to the squaring operation. MSE is 

commonly used in regression tasks and is useful for penalizing larger errors than MAE. 

RMSE (Root Mean Squared Error): RMSE is the square root of MSE. It provides a measure of the 

standard deviation of the residuals or prediction errors.  RMSE is also commonly used in regression 

tasks and has the advantage of being in the same unit as the target variable, making it more interpretable. 

R2 (R-Squared): R2 is a statistical measure that represents the proportion of the variance in the 

dependent variable (target variable) that can be explained by the independent variables (features) in the 

regression model. It indicates the goodness of fit of the model. R2 ranges between 0 and 1, where 0 

indicates that the model does not explain any of the variability in the target variable, and 1 indicates a 

perfect fit where the model explains all the variability. 

4.  Result 

4.1.  Linear Regression 

The predicted result compared with the actual is shown in Figure 4. 
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Figure 4. Result of Linear Regression. 

The linear regression model achieves an MAE of 23,567.89, indicating that, on average, the 

predictions deviate from the true values by approximately 23,567.89 units. The MSE is 

1,414,931,404.63, and the RMSE is 37,615.57, suggesting that the model has a moderate level of error. 

The R2 score of 0.8155 indicates that approximately 81.55% of the variance in the target variable is 

explained by the features included in the model. Overall, the linear regression model shows decent 

performance, but there is room for improvement. 

4.2.  Support Vector Regression (SVR) 

The predicted result compared with the actual is shown in Figure 5. 

 

Figure 5. Result of SVR. 

The SVM regression model performs slightly better than linear regression, with an MAE of 

17,843.16. This suggests that the average deviation of the predictions from the true values is 

approximately 17,843.16 units. The MSE is 1,132,136,370.34, and the RMSE is 33,647.23, indicating 

a lower level of error compared to linear regression. The R2 score of 0.8524 shows that around 85.24% 

of the variance in the target variable is explained by the model. The SVM model outperforms linear 

regression in terms of accuracy and predictive power. 

4.3.  Random Forest 

The predicted result compared with the actual is shown in Figure 6. 
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Figure 6. Result of Random Forest. 

The random forest regressor demonstrates a similar performance to the SVM model. It achieves an 

MAE of 18,040.67, indicating a slightly higher average deviation in predictions compared to SVM. The 

MSE is 950,844,232.54, and the RMSE is 30,835.76, suggesting a lower level of error compared to both 

linear regression and SVM. The R2 score of 0.8760 indicates that approximately 87.60% of the variance 

in the target variable is explained by the model. The random forest regressor performs well and shows 

better accuracy and predictive power than linear regression. 

4.4.  XGBoost 

The predicted result compared with the actual is shown in Figure 7. 

 

Figure 7. Result of XGBoost. 

The XGBoost regression model achieves an MAE of 19,411.23, indicating a higher average deviation 

in predictions compared to both SVM and random forest. The MSE is 900,813,561.35, and the RMSE 

is 30,013.56, suggesting a similar level of error as the random forest model. The R2 score of 0.8826 

indicates that approximately 88.26% of the variance in the target variable is explained by the model. 

The XGBoost model performs well and shows good accuracy and predictive power, although slightly 

lower than the random forest regressor. 

4.5.  Comparison 

All the result is shown in Table 4. 
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Table 4.  Results of models. 

Model MAE MSE RMSE R2 score 

Linear Regression 23567.89 1414931404.63 37615.57 0.8155 
Support Vector 

Machines 

17843.16 1132136370.34 33647.23 0.8524 

Random Forest 

Regressor 

18040.67 950844232.54 30835.76 0.8760 

XGBoost 19411.23 900813561.35 30013.56 0.8826 
 

Figure 8 is the plot that clearly shows the R2 of the models, making it convenient to compare the 

result. 

 

Figure 8. R2 of all models. 

Among the evaluated models, the XGBoost and random forest regressor models perform the best in 

terms of accuracy and predictive power, followed closely by the SVM model. Linear regression 

demonstrates the weakest performance among the four models. However, the choice of the best model 

depends on the specific requirements and characteristics of the problem at hand, and it’s always 

recommended to consider other factors such as model complexity and interpretability alongside these 

evaluation metrics. 

5.  Discussion 

From the research shown above, it can be found that the key factors that may affect the house price are 

rates for the overall material and finish of the house, original construction date, remodel date, unfinished 

square feet of basement area, first Floor square feet, above grade living area square feet, full bathrooms 

above grade, total rooms above grade, size of a garage in car capacity, size of a garage in square feet, 

condition of sale, identifies the general zoning classification of the sale, type of utilities available, type 

of dwelling, type of heating, kitchen quality, condition of sale and slope of the property. Also, in this 

situation, XGBoost has the best performance in predicting the house price. The research can help people 

learn some methods for predicting house prices. 

However, there are some limitations in this research. While Kaggle is a popular platform for 

accessing and sharing datasets, there are potential disadvantages to using a dataset downloaded from 

Kaggle and the dataset is one year old. 
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The dataset may not reflect the current state of the real estate market or the factors influencing house 

prices. Economic conditions, market trends, and government policies can change significantly within a 

year, and using outdated data may result in less accurate predictions. 

The dataset may have limited coverage in terms of geographical regions, property types, or market 

segments. Real estate markets can vary greatly across different locations and property categories, and 

relying on a dataset that lacks diversity may lead to biased or incomplete predictions. 

The dataset may contain missing or incomplete data points, which can impact the quality and 

reliability of the predictions. Missing data can introduce biases or affect the performance of machine 

learning models if not handled appropriately. 

Datasets downloaded from Kaggle may not undergo rigorous quality checks or verification processes. 

The dataset may contain errors, inconsistencies, or inaccuracies, which can negatively affect the 

performance of predictive models. 

The dataset may not include all relevant features or variables that are known to influence house prices. 

Missing important predictors can result in suboptimal models and reduced predictive accuracy. 

The dataset may lack contextual information or metadata about the variables, making it challenging 

to interpret and understand the relationships between features and target variables. Understanding the 

context is crucial for feature engineering, model selection, and decision-making based on predictions. 

The dataset may suffer from selection bias or other types of biases that were not adequately addressed 

during data collection. Biased data can lead to biased predictions and perpetuate inequalities or 

inaccuracies in the results. 

To mitigate these disadvantages, it is important to critically evaluate the dataset’s quality, relevance, 

and applicability to the current problem at hand. Consider supplementing the dataset with additional 

data sources, updating the data if possible, and conducting thorough exploratory data analysis to 

understand the limitations and potential biases in the dataset. 

6.  Conclusion 

The research identifies key factors that may influence house prices, providing valuable insights into the 

important features to consider when building predictive models. Future research can build upon this 

foundation by exploring additional features or alternative feature selection techniques to further improve 

the accuracy and interpretability of the models. 

The research compares and evaluates the performance of different regression models, including 

linear regression, support vector machines (SVM), random forest, and XGBoost. This comparison 

provides a benchmark for future research, allowing researchers to assess the effectiveness of these 

models in different contexts or datasets. It also opens avenues for exploring other regression algorithms 

or ensemble methods for house price prediction. 

The research utilizes common evaluation metrics such as mean absolute error (MAE), mean squared 

error (MSE), root mean squared error (RMSE), and R2 score to assess the performance of the models. 

Future research can consider using these metrics as a standard evaluation framework and explore 

additional metrics tailored to specific aspects of house price prediction, such as price prediction accuracy 

within certain tolerance ranges or metrics that capture the economic impact of predictions. 

Some suggestions can be helpful in future research. Explore the use of real-time data sources, such 

as real estate listings, economic indicators, or social media data, to capture the most up-to-date 

information about the market. This can enhance the accuracy and timeliness of predictions, especially 

in dynamic and rapidly changing real estate markets. Investigate time series modeling techniques to 

capture temporal patterns and trends in house prices. Analyze historical price data to identify cyclical or 

seasonal patterns, assess long-term price trends, and incorporate time-dependent variables that may 

influence house prices, such as interest rates, inflation rates, or housing market policies. Explore 

ensemble modeling approaches that combine multiple models or algorithms to improve prediction 

accuracy and robustness. Techniques such as stacking, boosting, or bagging can be employed to leverage 

the strengths of different models and mitigate the weaknesses of individual models. 

Proceedings of the 4th International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/49/20241058

56



References 

[1] Zhang. J Q, Du. J, “House Price Prediction Model Based on XGBoost and Multiple Machine 

Learning Methods,” Modern Information Technology vol. 4, no. 10, pp. 15-18, May. 2020. 

[2] Lu. C M, Ma. Z Z, Han. Y, Guo. X Q, “Analysis of House Price Data based on Support Vector 

Regression”, vol. 43, no. 4, pp. 76-82, Oct. 2021. 

[3] Wei. X, “Analysis of influencing factors of second-hand house price in Nanning City based on 

random forest”, LIGHT INDUSTRY SCIENCE AND TECHNOLOGY, vol. 37, no. 10, pp. 

96-98, Sep. 2021. 

[4] Chen. T Q, Guestrin. C, “XGBoost: A Scalable Tree Boosting System” [J/OL].arXiv: 1603.02754 

[cs.LG].(2016-03-09). https://arxiv.org/abs/1603.02754. 

[5] Hu. X W, Ma. C M, Kong. X S, Li. F Y, “Shenzhen second-hand housing price forecast based on 

XGBoost”, Journal of Qufu Normal University, vol. 48, no. 1, pp. 57-65, Jan. 2022. 

[6] Zhang. Y Z, Jia. L X, “SVR house price forecasting model based on grid optimization -- Taking 

Zhengzhou City as an example”, vol. 32, no. 8, pp. 1659-1663, Aug. 2014. 

[7] Zhong. A N, Da. X, Yu. J M, “Geographical perspective of housing prices in Shenzhen and its 

influencing factors -- Based on random forest model”, Urban Geotechnical Investigation & 

Surveying, no.2, pp.66-70, Apr. 2022.  

Proceedings of the 4th International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/49/20241058

57


