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Abstract. It is now the 21st century, with the progressive development of various science and 

technology, such as artificial intelligence, big data, and so on, and these ever-evolving 

technologies have also greatly contributed to the development of today's flourishing video game 

field. This paper focuses on the development of artificial intelligence applications in video games 

over the past two decades, from preset scripts to self-learning processes, and adopts the research 

method of literature review. The paper concludes that the shift from pre-scripted to self-learning 

AI marks a shift in video games from experiences with clear rules and controlled processes to 

complex, dynamic, personalized experiences. This shift brings not only new opportunities but 

also new challenges. In the future, we can expect to see more research and practice to explore 

and take advantage of more of the possibilities of self-learning AI in video games. 
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1.  Introduction 

The application of artificial intelligence in video games has evolved from early pre-programmed scripts 

to today's self-learning mechanisms. This change not only greatly enhances the interactivity and realism 

of games, but also opens up entirely new gaming experiences. However, there are still many open 

challenges and unexplored opportunities in this area, making video games an important area for AI 

research. 

In early video games, the behavior of non-player characters (NPCs) was usually controlled by 

predefined rules and scripts. While this approach is simple and easy to implement, it severely limits the 

playability and depth of the game. Players can predict and adapt to these pre-determined behaviors, and 

as a result, games often lack challenge and novelty. However, with the advent of AI technology, 

especially deep and reinforcement learning, we have been able to train NPCs to understand and adapt to 

the game environment, making their behavior more natural and challenging. 

Self-learning AI brings more than just a better gaming experience. Its emergence and development 

have also led to a change in the way video games are created and designed. The traditional game 

development process typically requires a lot of manpower and time to preset and test various elements 

of the game. With self-learning AI, however, we can automate this process, making game development 

more efficient and flexible. 

Despite the obvious benefits of self-learning AI in video games, it also presents some new challenges. 

For example, how do you ensure that the AI's behavior is interesting and challenging to the player, while 
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still obeying the rules of the game? How to implement complex deep learning algorithms with limited 

resources? How to deal with the moral and ethical issues that AI may raise? 

This paper will explore these questions and try to provide some possible solutions. We will first 

review the historical development of AI in video games, then discuss in detail the specific applications 

and implications of pre-trained and self-learning AI in video games, and finally explore the implications 

and challenges that the shift from pre-trained to self-learning AI has brought to video games, and 

possible future trends. 

2.  The historical development of artificial intelligence in video games 

The use of artificial intelligence in video games dates back to the early days of video games. It has 

evolved from simple pre-programmed scripts to today's deep and reinforcement learning, a process 

closely linked to the development of computer technology and advances in theoretical research. 

When video games became popular in the 1980s, game AI was mainly based on fixed rules or simple 

decision trees, and these predefined patterns of behavior could not adapt to changes in the game 

environment, so the behavior of non-player characters (NPCs) tended to be uniform and predictable.  

However, due to the limited computing power at the time, these methods were sufficient to meet the 

game requirements of the time, and simple game AI was also in line with the game design philosophy 

of the time, which emphasized clarity of rules and controllability of the process. 

As the demand for realism and complexity in video games increased, the limitations of preset scripts 

were gradually exposed. To enable NPCs to make more complex decisions, game developers began to 

introduce more sophisticated AI techniques such as fuzzy logic, genetic algorithms, and neural networks. 

These techniques allowed for more variation in NPC behavior and some adaptation to changes in the 

game environment, but their use was still limited by the complexity and computational requirements of 

these techniques. 

In the early 21st century, new AI techniques such as deep learning and reinforcement learning began 

to emerge as the computational power of computers increased. These techniques allow AI to gain 

knowledge by learning and adapting to the environment, rather than relying on predetermined rules. 

This allows NPCs to behave in more natural and challenging ways, and to learn and improve over the 

course of the game. Applications of this type of AI in video games, such as DeepMind's AlphaGo and 

OpenAI's Dota 2 AI, have been remarkably successful, proving the viability and potential of deep and 

reinforcement learning in video games. 

Today, AI is shifting from supporting game design and delivering predefined game experiences to 

dominating game experiences and creating new game models. The shift from pre-scripted to self-

learning not only demonstrates the advancement of AI technology but also reflects the increased need 

for interactivity and authenticity in video games. Although the application of self-learning AI in video 

games is still in its infancy, it has already shown us its great potential and possibilities. 

3.  Preset scripting in video games 

Video games are an interactive medium based on predetermined rules and complex systems. In early 

video games, artificial intelligence performance relied heavily on preset scripting, an approach that 

largely shaped the style and character of early video games. 

Preset scripting is a programming technique used to define the behavior and reactions of non-player 

characters (NPCs) in a game. Based on predefined rules and conditions, the NPC will act accordingly. 

For example, an NPC may attack the player if the player approaches the NPC; an NPC may run away if 

the NPC's health drops below a certain level. These behaviors are preset by the developer during game 

production [1]. 

The advantage of preset scripts is their simplicity and controllability. Developers can accurately 

predict and control the behavior of NPCs, which makes the game design and testing process relatively 

easy [2]. In addition, preset scripts can also produce a consistent and reliable game experience, where 

players can play the game by understanding and using these preset rules. This is consistent with the 

design concepts of rule clarity and process controllability emphasized in early video games [3]. 
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However, the disadvantages of preset scripts are also obvious. First, because the behavior of NPCs is 

based entirely on preset rules, the behavior of NPCs tends to be singular and predictable. Players can 

"gamify" these AIs by learning these rules and finding ways to "break" the game. Second, the inability 

of preset scripts to adapt to changes in the game environment limits the complexity and depth of the 

game. For example, in complex multiplayer online games, preset scripts often fail to provide satisfactory 

results due to the variability of the environment and player behavior [4]. 

Over the past few decades, as video games have evolved, preset scripts have shifted from a dominant 

tool to a support tool. Many games now make use of more sophisticated artificial intelligence techniques, 

such as deep learning and reinforcement learning, to control the behavior of NPCs [5]. However, preset 

scripts still play an important role in many games, especially those that emphasize story and character 

behavior [6]. 

Overall, the use of preset scripts in video games reflects both the limitations of AI and its impact on 

game design and experience. Although the use of preset scripting is somewhat limited, it remains an 

important tool for video game development. 

4.  Application of self-learning AI in video games 

With the development of artificial intelligence technology, especially the emergence of deep learning 

and reinforcement learning, self-learning AI has begun to play a role in video games. Compared to 

traditional pre-programmed scripts, self-learning AI can acquire knowledge by learning and adapting to 

its environment, making its behavior more natural and sophisticated. 

A distinguishing feature of self-learning AI is its ability to deal with complex decision-making 

problems. In video games, players typically need to integrate a large amount of information to make 

optimal decisions. This is a challenge for AI, as it must solve complex state and action spaces. However, 

techniques such as deep learning and reinforcement learning have demonstrated their potential in this 

regard [7]. Through self-learning, an AI can continuously optimize its strategies during gameplay and 

thus achieve high performance in complex game environments. 

Another advantage of self-learning AIs is their ability to generate new content and experiences. In 

many games, the primary role of the AI is to provide challenge and entertainment. Through self-learning, 

the AI can constantly change and optimize its behavior to create new game experiences. For example, 

OpenAI's Dota2 AI generated many unprecedented strategies by learning against humans [8]. This 

novelty and unpredictability enhance the playability and longevity of the game. 

However, the application of self-learning AI in video games faces challenges. First, techniques such 

as deep learning and reinforcement learning typically require large amounts of data and computational 

resources, which is a challenge for many small game developers [9]. Second, there are important design 

issues such as how to make the behavior of the AI interesting and rewarding for the player, and at the 

same time obey the rules of the game [10]. Finally, self-learning AIs may raise some moral and ethical 

issues, e.g., if the AI learns a strategy that the player does not like, or if the AI is used to cheat, how will 

this affect the fairness and fun of the game [11]. 

In conclusion, the use of self-learning AIs in video games demonstrates their great potential, but also 

brings new challenges. Future research needs to further explore how to maximize the benefits of self-

learning AI while solving the problems it brings. 

5.  Self-learning ai in video games 

When we talk about artificial intelligence in video games, we often discuss how it affects the behavior 

of non-player characters (NPCs). In early video games, the behavior of NPCs relied heavily on scripts 

predefined by the developers. The main advantage of this approach is its simplicity and controllability 

[1]. However, as the complexity of video games and player expectations increased, the limitations of 

predefined scripts became apparent. To make the behavior of NPCs richer and more unpredictable, 

developers began experimenting with more sophisticated AI techniques. 
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Self-learning AI is one of these new techniques. Through deep and reinforcement learning, AI can 

learn from experience and optimize its strategies [12]. This shift from pre-programmed scripts to self-

learning has affected video games in many ways. 

First, self-learning AI opens up new possibilities for video games. For example, the AI can provide a 

personalized experience by learning the player's behavior [5]. In addition, self-learning AIs can generate 

new game content, such as new maps or enemy strategies, thus improving the playability and longevity 

of the game [8]. 

However, the shift from pre-scripted to self-learning also brings new challenges. Self-learning AIs 

typically require large amounts of data and computational resources, which is a challenge for many 

small game developers [9]. In addition, the behavior of self-learning AIs may be too complex or 

unpredictable, which can affect the playability and fairness of the game [10]. 

Nevertheless, the potential and possibilities of self-learning AI have attracted the interest of many 

researchers and developers. With further research and practice, a balance can be found that maximizes 

the use of self-learning AI while maintaining player expectations and fairness [11]. 

Overall, the shift from pre-scripted to self-learning is an important trend in video game development. 

This shift not only demonstrates the evolution of AI technology but also reflects the need for complexity 

and personalized experiences in video games. In the future, we expect more research and practice to 

explore more possibilities of self-learning AI in video games [13]. 

6.  Conclusion 

The evolution of video games reflects not only technological advances, but also our expectations for 

interactive experiences. Both pre-scripted and self-learning AI are important tools for meeting these 

expectations, and their use in video games demonstrates the evolution and possibilities of AI technology. 

The shift from preset scripts to self-learning AI marks a shift in video games from experiences with 

clear rules and controlled processes to experiences that are complex, dynamic, and personalized. They 

need to be able to handle more complex decision problems, generate more diverse content and 

experiences, and maximize their ability to learn, all while meeting player expectations and ensuring fair 

play. 

The implications and challenges of this shift also provide directions for future research and practice. 

We need to explore more effective learning and optimization methods to cope with the complexity and 

variability of game environments; we need to design better evaluation and control mechanisms to ensure 

that AI behavior is consistent with player expectations and game rules; and we need to consider the 

moral and ethical issues of AI to protect player rights and game fairness. 

Overall, the shift from pre-scripted to self-learning AI represents the quest for complexity and 

personalized experiences in video games. This shift is an ongoing process that requires not only the 

continued development of AI technology but also our deep understanding of game design and player 

experience. Only by combining the two will we be able to create truly interesting and challenging video 

games. 

In the future, we expect to see more research and practice to explore and exploit the further 

possibilities of self-learning AI in video games. Whether it's to provide a deeper gaming experience or 

to drive innovation and development in video games, self-learning AI will be an important tool and 

partner. At the same time, it will inject new vitality and possibilities into the development of AI, 

especially in the field of games, by providing a deeper and more comprehensive understanding and 

application of AI. 
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