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Abstract. QR codes have become an integral part of our daily routines, simplifying tasks ranging 

from accessing websites to making payments. However, the quality of QR codes, especially their 

resolution, can significantly impact their functionality. Low-resolution QR codes may lead to 

misinterpretation during scanning and even decoding failures. To address this issue, researchers 

have explored various techniques to enhance the resolution of QR codes. Traditional image 

processing methods, such as interpolation and filtering, have been used in the past for resolution 

enhancement. However, these methods often result in overly blurry images with poor perceptual 

quality. Conversely, solutions based on Convolutional Neural Networks (CNNs) can introduce 

clarity but may compromise the sharpness of image edges. This paper presents an effective 

approach to improve QR code resolution using a Super-Resolution Generative Adversarial 

Network (SRGAN). The results are impressive, with SRGAN achieving a Peak Signal-to-Noise 

Ratio (PSNR) of 30.06, significantly outperforming the 17.48 achieved by the SRCNN method. 

Additionally, in terms of Structural Similarity Index (SSIM), SRGAN reaches 0.936, surpassing 

SRCNN's 0.473. These metrics demonstrate that SRGAN is highly effective in enhancing the 

resolution of QR codes, ensuring better scan accuracy and overall functionality in practical 

applications. 

Keywords: QR Codes, Super-Resolution, Generative Adversarial Network, Convolutional 
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1.  Introduction  

In the present digital era, QR codes have become an indispensable component of individuals’ lives, 

serving as a bridge that connects the physical world with the digital realm. These two-dimensional 

matrix barcodes store information that can be easily scanned and decoded by smartphones and other 

devices. QR codes find extensive applications across various domains, ranging from marketing and 

advertising to supply chain management and contactless payment systems [1,2]. In this situation, 

enhancing the resolution of QR codes plays a crucial role in ensuring clarity and accuracy during the 

scanning process. At lower resolutions, QR codes may be susceptible to confusion artifacts and the loss 

of vital details, resulting in misinterpretation of information or even decoding failures. This limitation 

is particularly pronounced when QR codes are embedded in printed materials, packaging, or 

advertisements, as spatial constraints may lead to the generation of low-resolution QR codes, which 

deserves more attention. 
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Several researches have been conducted on enhancing the resolution of QR code, with the objective 

of improving QR code legibility and ensuring reliable information transmission. Existing QR code 

enhancement research has primarily focused on traditional image processing methods, such as 

interpolation [3] and reconstruction [4] techniques, owing to their computational simplicity and speed, 

making them widely adopted. However, these methods fall short in adapting to diverse image content, 

exhibit limited perceptual capabilities, struggle to reconstruct high-frequency information within images, 

result in excessively blurry output images, and may amplify artifacts when applied to compressed 

images. Due to deep learning's successful application in computer vision, deep neural networks have 

recently attracted a lot of attention. Their influence has also been extended to the field of picture super 

resolution. Through the employment of convolution neural networks for image super-resolution, a 

substantial enhancement in its quality has been achieved. A method based on Super-Resolution 

Convolutional Neural Network (SRCNN) was first proposed by Dong et al. in 2016 [5]. It nonlinearly 

maps picture features from the space of low-resolution to high-resolution using three convolutional 

layers, and the results are superior to those of other traditional techniques [6, 7]. However, CNN-based 

solutions also present various challenges, such as high computational and data requirements. These can 

sometimes result in the blurring or lack of clarity at the edges of generated images, especially when 

dealing with small targets or fine details. 

With the proposal of Generative Adversarial Network (GAN) [8], the exploration of employing 

generative adversarial networks for diverse computer vision tasks has gained traction. In 2017, Ledig et 

al. [9] first introduced Generative Adversarial Networks for image super-resolution reconstruction, 

known as Super-Resolution Generative Adversarial Networks (SRGAN), which improved the output 

photographs' visual quality. While QR code technology has made significant advancements, research on 

using SRGANs to enhance QR code resolution is relatively new and unexplored. SRGANs harness the 

power of deep learning to generate high-resolution images from their low-resolution counterparts. it can 

create images that are not only sharper but also retain essential structural elements.  

This study's main goal is to determine whether utilising SRGANs to improve QR code resolution is 

effective. By training the SRGAN model on a carefully selected set of low-resolution and high-

resolution QR code images, this study aims to demonstrate its capability to generate high-quality QR 

codes that retain their structural integrity and improve clarity.  

2.  Methods  

2.1.  Dataset description and preprocessing  

This study utilised the QR code dataset from Kaggle [10]. The original dataset comprises 10,000 high-

resolution images in PNG format. These images come in four different sizes: 290×290, 330×330, 

370×370, and 410×410 pixels.  

The preprocessing consisted of two main steps. To begin, the high-resolution images within the 

dataset underwent batch processing and resizing to ensure uniform target width and height. This study 

employed the Python Pillow library for the manipulation of image files. All high-resolution images were 

resized to 256×256 pixels while maintaining their high resolution. This uniform sizing was necessary 

for the subsequent model training, ensuring that the model could handle similar-sized data consistently 

without errors or instability, thus enhancing efficiency during training and processing. Secondly, low-

resolution images were generated correspondingly. A blur filter, specifically a box blur with a blur radius 

of 5 pixels, was applied. The box blur averages the pixel values around each pixel to reduce the image's 

resolution. As a result, the dataset now contains two folders: "High_res," which includes 10,000 images 

with dimensions of 256×256 pixels in high resolution, and "Low_res," which contains 10,000 images 

with dimensions of 256×256 pixels in low resolution. Each image in these two folders corresponds one-

to-one as shown in Figure 1. 
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Figure 1. The sample images of the collected dataset. 

2.2.  SRGAN model 

In 2014, the concept of GAN was introduced by Ian Goodfellow [8], which illustrated in Figure 2, is an 

original adversarial process in which two neural networks fight with one another. Building upon this, in 

2017, Ledig et al. [9] proposed the SRGAN (Figure 3). 

 

Figure 2. The structure diagram of GAN. 

 

Figure 3. Architecture of Generator and Discriminator Networks, with appropriate information for 

each convolutional layer on the kernel size (k), number of feature mappings (n), and stride (s) [9]. 
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SRGAN represents a class of deep-learning models aimed at enhancing image resolution. It makes 

use of GAN's power to transform the inputs with low resolution into high quality outputs. The 

fundamental idea is to create a generator capable of transforming low-resolution images into visually 

appealing and detailed high-resolution versions. The key concept of this approach is to train a generator 

model (G) to generate images that can deceive a discriminator (D). As an input to the network D, the 

network G extracts the random noise distribution of the real data and creates a sample that is 

representative of the real data. The discriminator, represented by the letter D, performs as a binary 

classifier tasked with differentiating between actual data and artificial data produced by the generator 

network. Its main goal is to determine whether the input is a real sample or a machine-generated sample. 

The discriminator network improves its ability to determine the validity of the samples while the 

generator network continually improves its ability to make lifelike samples to confuse the discriminator. 

The training of the GAN is a process of a min-max game, where the optimization goal is to reach a Nash 

equilibrium. By using this method, the generator tends to produce images that closely resemble the real 

ones, making it difficult for the discriminator to make an accurate classification [9,11]. Equation (1) 

depicts the antagonistic relationship between the generator and discriminator: 

 min
𝐺

max
𝐷

𝑉(𝐷, 𝐺) =𝐸𝑥~𝑃𝑑𝑎𝑡𝑎(𝑥)[log𝐷(𝑥)] + 𝐸𝑍~𝑃𝑧(𝑧)[log(1 −𝐷(𝐺(𝑥)))] (1) 

In the equations provided, The objective function improved by a GAN is represented by V(D,G), 

E(x) stands for mathematical expectation, G(z) for the data that was reconstructed image, D(x) for the 

probability assigned by the discriminator to assess whether real data is genuine, and z for the random 

noise signal. D(G(z)) stands for the probability assigned by the discriminator to assess whether the 

rebuilt image data is real. lnD(x) indicates the discriminator's assessment of real image data, while ln(1-

D(G(z))) signifies its assessment of the reconstructed image data. Equation (2) depicts the discriminator 

component in the following way: 

 max
𝐷

𝑉(𝐷, 𝐺) = 𝐸𝑥~𝑃𝑑𝑎𝑡𝑎(𝑥)[log𝐷 (𝑥)] + 𝐸𝑧~𝑃𝑧(𝑧)[log⁡(1 −𝐷 (𝐺(𝑧)))] (2) 

In this context, with the generator held constant, for real samples x, which correspond to the first 

term of the equation, this study aims for a higher value of D(x) because a result closer to 1 is desirable 

for real samples. Conversely, for fake samples, this study aspires for a lower value of D(G(z)), which 

means that a higher result for 1 - D(G(z)) is preferable. In Equation (3), the generator component is 

depicted as follows: 

 min
𝐺

𝑉(𝐷, 𝐺) =𝐸𝑧~𝑃𝑧(𝑧)[log(1 − 𝐷(𝐺(𝑧)))] (3) 

When doing optimisation, given the absence of real samples, this study aims for a label of 1 for fake 

samples. Consequently, a higher value for D(G(z)) is desired, which means that a lower result for 1 - 

D(G(z)) is preferred. 

Bicubic interpolation is used by the SRCNN [5] algorithm to upscale low-resolution images to the 

required size. Producing the output requires feature extraction, the next step is nonlinear mapping, and 

finally reconstruction. Figure 4 depicts the SRCNN's structural layout. 
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Figure 4. The diagram of SRCNN structure [6]. 

2.3.  Loss Function 

Measurement of the pixel-level discrepancies between the goal image and the produced image is done 

using the Mean Squared Error (MSE) loss. It calculates the squared differences between the target 

image's and the generated image's pixel values, then takes the average. This ensures the consistency of 

the basic structure and pixel values of the generated picture. Through the minimization of the MSE loss, 

the model is driven to create images that closely mimic the target image at the pixel level. This process 

guarantees that the generated image maintains consistency in fundamental aspects such as shape, color, 

brightness, and more, aligning it with the target image. 

The Adversarial Loss is introduced through GAN and serves the purpose of enhancing the perceptual 

quality of generated images. Its role is to encourage the generated images to be more difficult to 

distinguish from real high-resolution images by training a Discriminator network. The significance of 

the Adversarial Loss lies in its ability to enhance the visual perceptual quality of the generated images. 

By having the generator and discriminator compete, the generator learns to produce images with more 

details and a greater sense of realism, thereby yielding better results. 

The Perceptual Loss is based on perceptual similarity, which uses a pre-trained deep convolutional 

neural network (VGG network) to measure the semantic similarity between the product image and the 

goal image. The Perceptual Loss acts as a guide for higher-level features, helping the generator produce 

images with more semantic meaning. This enhances the perceptual quality of the image by making it 

easier for the generated images to capture the structure, texture, and features of the target image. This 

project utilizes the first 25 layers of the VGG19 network (VGG19_25) to compute the Perceptual Loss. 

A deep convolutional neural network called VGG19 uses 3x3 convolutional kernels across 19 layers of 

convolution and pooling. It effectively captures and represents image features, making it a suitable 

choice for computing perceptual loss. 

These three loss functions collectively impact the training of the generator, considering pixel-level 

consistency, visual fidelity, and semantic similarity of images. They work together to ensure that the 

generated super-resolution images achieve the best possible quality in various aspects. In order to 

balance the impact of other loss functions, the weight of the MSE loss is set to 0.01 in this project. The 

Adversarial Loss weight is set to 1.0, and the Perceptual Loss weight is set to 0.006. These weightings 

are carefully chosen through fine-tuning to achieve the best training results. 

2.4.  Implementation details 

The deep learning tasks in this experiment heavily rely on an NVIDIA RTX 4090 GPU, equipped with 

24GB of video memory (VRAM), which is used for both model training and inference. In this 

experiment, the hyperparameters are configured as follows: the learning rate is set to 3×10-4, the number 

of training epochs is 300, the batch size is 16, the number of worker threads is 2, and the image channels 

are set to 3. Both the generator and discriminator utilize the Adam optimizer, and the convolutional 

kernel size for the discriminator is set to 3x3. 
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The commonly utilized Structural Similarity Index (SSIM) and Peak Signal to Noise Ratio (PSNR) 

were used as evaluation criteria in this study [11]. PSNR is defined as shown in Equation (4)： 

 𝑃𝑆𝑁𝑅 = 10 lg
2552

𝑀𝑆𝐸
 (4) 

MSE represents Mean Squared Error. Lower visual distortion is indicated by a higher PSNR value. 

SSIM is defined as shown in Equation (5)： 

 𝑆𝑆𝐼𝑀(𝑋, 𝑌) =
(2𝜇𝑋𝜇𝑌+𝐶1)(2𝜎𝑋𝑌+𝐶2)

(𝜇𝑋
2+𝜇𝑌

2+𝐶1)(𝜎𝑋
2+𝜎𝑌

2+𝐶2)
 (5) 

The structural similarity between the original image and the reconstructed image is better expressed 

by SSIM. Better picture quality is indicated by a value of SSIM which is nearer to 1, which denotes a 

higher degree of similarity between the image block of original standard and the reconstructed. In these 

equations, the symbols μX represent the mean values of images X and μY for Y, variances can be 

presented by σ, for covariance use σXY, and for constants use C1 and C2. 

3.  Result and Discussion 

3.1.  Result 

By running SRGAN and SRCNN models, the performance of PSNR and SSIM of SRGAN and SRCNN 

in each training cycle can be obtained (as shown in Figure 5 Figure 6 Figure 7 and Figure 8), and the 

comparison map of low_res, predicted and high_res images can also be obtained. Figure 9 shows the 

QR image generated by SRGAN after cycle 299 with PSNR=30.06 and SSIM=0.936. Figure 10 for 

SRCNN QR image generated after 299 cycles, PSNR = 17.48, the SSIM = 0.473. Table 1 shows the 

comparison of the generated images of SRGAN and SRCNN in terms of PSNR and SSIM in 1, 50, 100, 

150, 200, 250 and 299 cycles. 

 

 

 

Figure 5. PSNR for each SRGAN method.  Figure 6. SSIM for each SRGAN method. 

 

 

 

Figure 7. PSNR for each SRCNN method.  Figure 8. SSIM for each SRCNN method. 
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Figure 9. The result of SRGAN. From left to right: low-resolution image, predicted image, high-

resolution image. 

 

Figure 10. The result of SRCNN. From left to right: low-resolution image, predicted image, high-

resolution image. 

Table 1. Comparison of PSNR and SSIM for SRGAN and SRCNN model. 

Epoch PSNR(SRCNN) PSNR(SRGAN) SSIM(SRCNN) SSIM(SRGAN) 

1 4.10 6.56 0.033 0.098 

50 13.32 24.17 0.276 0.891 

100 15.32 25.72 0.377 0.910 

150 16.15 27.26 0.410 0.923 

200 16.77 29.16 0.434 0.932 

250 16.83 29.47 0.420 0.934 

299 17.48 30.06 0.473 0.936 

 

3.2.  Discussion 

As can be observed from the PSNR line plots in Table 1 and Figures 5 and 7, the SRGAN model 

performs better than SRCNN in all selected cycles. Especially in the period of 299, when the SRGAN 

PSNR is 30.06, while SRCNN PSNR is 17.48. This suggests that SRGAN model has higher accuracy 

in terms of reconstruction image. In Table 1 and Figures 6 and 8, on the SSIM SRGAN also did well, 

the SSIM values stability after 50 cycles above 0.9, while SRCNN SSIM values below 0.5. This further 

proves the SRGAN in keeping the advantages of image structure. 

In this experiment, it is evident that SRGAN performs admirably not only in terms of PSNR but also 

achieves exceptionally high scores in SSIM. This demonstrates its capability to generate images of 
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superior quality with accurate structural details. Furthermore, SRGAN displays remarkable resilience 

and dependability throughout the training process, a crucial characteristic for practical applications. Due 

to the advantages of SRGAN in terms of image quality, it is particularly suitable for scenarios that 

require high-resolution and high-quality images, such as high-precision scanning of QR code. While 

SRGAN typically boasts a more intricate network structure, its evident advantages in terms of image 

quality render it an ideal selection within environments equipped with ample computing resources. 

Future research will explore how to improve the super-resolution reconstruction of QR code by SRGAN 

and reduce its computation and memory requirements. Specifically, the attention mechanism may be 

considered in the SRGAN for further improving performance due to its excellent performance in other 

tasks [12, 13]. 

4.  Conclusion 

In this work, in order to further enhance the clarity of QR codes while preserving their structural integrity, 

the SRGAN is used to do super-resolution reconstruction on low-resolution images. Both SRCNN and 

SRGAN models are applied to the task of super-resolution reconstruction, and the generated images are 

compared in terms of PSNR and SSIM. Extensive experiments are conducted to compare the 

performance of the SRGAN model in terms of PSNR and SSIM under various hyperparameter settings. 

The experimental results demonstrate that, across a range of hyperparameter configurations, the SRGAN 

model outperforms the SRCNN model in QR code super-resolution reconstruction. Future research will 

explore avenues to further enhance the super-resolution reconstruction of QR codes by SRGAN while 

reducing its computational and memory requirements. 
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