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Abstract. With the continued progress of the Internet, network security has become an 

increasingly significant issue that requires constant attention and research. Network traffic 

classification is a key technology used to detect and prevent malicious network activity, and it 

has accordingly received increasing attention and research. However, datasets related to 

malicious network traffic classification often have imbalanced characteristics. In conventional 

traffic classification problems with multiple categories, the sample size characteristics of small 

categories are often overlooked. To address this issue, the focal loss function was proposed, 

which focuses on small samples by modulating the trade-off between the positive and negative 

samples through two hyperparameters α and γ. This article uses convolutional neural networks 

(CNN) to tackle traffic classification problem and explore the optimal values of α parameters in 

this application scenario. Additionally, this work proposed a novel weight allocation formula to 

replace α, which allowed small class traffic to obtain higher accuracy. 
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1.  Introduction 

In recent years, with the evolution and widespread adoption of the Internet, the development of 

malicious software has advanced, and network security has faced a significant threat [1]. Detecting and 

classifying malicious traffic is an essential defence strategy in network security, and the problem of 

traffic classification has received widespread attention. Network traffic data is often imbalanced, with a 

much larger amount of benign traffic compared to malicious traffic, resulting in the phenomenon of 

unbalanced data being very common when detecting malicious traffic, also a difficult problem [2]. 

Deep learning has made remarkable progress in various fields recently, and many scholars have 

begun to apply it to network traffic classification. Wei Wang et al. trained two-dimensional 

Convolutional Neural Networks (CNNS) with features extracted from preprocessed raw traffic data [3]. 

The authors demonstrate the excellent performance of this model compared with traditional technology 

by measuring its accuracy. M.Lopez-Martin and his colleagues combined CNN and RNN technology, 

and the network constructed by the authors using flow statistical features and packet sequence numbers 

selected by them as the two features of traffic input achieved excellent results [4].  

Researchers have devoted themselves to solving the problem of imbalanced data classification for a 

long time. The common methods used are adjusting the dataset or adjusting the model algorithm and 

evaluation method. At the data level, resampling is mostly leveraged, including: a) Insufficient sampling: 
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Discard most of the class samples until the number of samples in each class is almost the same, which 

can preserve valuable learning information. b) Over sampling: Based on a small number of class samples, 

establish new samples to make the class distribution of the samples more balanced. c) Hybrid sampling: 

Undersampling and oversampling will have the problem of useful information being discarded and 

overfitting, respectively. The hybrid sampling used to break through this limitation is the combination 

of the two resampling methods [5]. In terms of adjusting algorithms, there are mainly ways of ensemble 

learning modifying loss functions [6]. Traditional methods for calibrating the output probabilities of 

machine learning classifiers include Platt scaling, histogram binning, rank-preserving regression, and 

Bayesian binning and averaging. With the breakthrough and wide application of deep learning 

technology, In order to improve the calibration of the network, it was suggested to use a temperature 

calibration method. The core idea is to introduce a scalar value, also known as "temperature", in this 

mode to adjust the probability distribution of its results. This parameter is a positive number. The new 

probability distribution can be obtained by dividing the original output score of the model by the 

temperature parameter T and then applying the softmax function [7]. Training models using label 

smoothing instead of cross-entropy loss of one-hot labels is also a common technique that can be used 

to improve model performance, generalization ability, and calibration, especially in multi-class 

classification tasks [8]. 

Cross entropy focuses on the difference between the predicted and true values of each sample in 

model training, while for small sample data, relatively little attention is paid [9]. In previous research 

work, people used the focus loss method to replace the complementary loss function [10]. In many 

aspects, it has shown a good solution to the problem of class imbalance. 

This project plans to use a single CNN model to classify multiple types of traffic into multiple 

categories, analyze their performance under different sample sizes, and compare them with the Cross 

talk method based on Cross talk. Analyze the impact of using the Alpha value selection method based 

on Cross talk method on multi category traffic when dealing with multi category traffic. On this basis, 

a new weighted distribution method is introduced to replace the alpha of the focal loss function, 

increasing the importance of sparse classification. Experiments have shown that the method proposed 

in this paper has higher accuracy compared to the commonly used alpha selection method. 

The remaining content of this article is arranged as follows. The second section provides a brief 

overview of malicious data flow monitoring issues. In Part 3, we will provide a detailed introduction to 

common multi class problems and the designed optimal alpha algorithm. In the fourth section, we will 

conduct relevant analysis and analysis using our own actual tests to verify the various algorithms we 

propose. The fifth section is the concluding section. 

2.  Problem Statement 

A network attack behavior recognition method based on network attack behavior is proposed for the 

current network attack behavior, and it is summarized as a network attack behavior recognition method. 

A six step model for encrypting malicious traffic monitoring has been proposed, which includes six 

steps: target localization, data collection, data processing, model selection, training and evaluation, and 

application inspection and improvement. [11]. Most of the data collected in network traffic classification 

are in pcap and pcapng format, including file header, data packet header, data packet and other parts. In 

the algorithms using machine learning, the features are often extracted into files, while in deep learning, 

the data is only cut and processed [3]. After the data is processed, the appropriate model is selected, and 

the data and model are optimized again after receiving feedback from the model training and evaluation. 

3.  Method 

3.1.  CNN Network 

CNN belongs to deep feedforward neural network. Although the relevant network models are constantly 

developing and improving, their core functions have not changed much, but are divided into four levels: 

input layer, convolution layer, pooling layer and fully connected layer [12,13]. 
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1) Input layer: the information obtained after preprocessing the input information is generally input 

as a matrix in the convolutional neural network, and it is converted into a pixel matrix for the next 

operation. In this paper, the data packet of pcap is preprocessed and transformed into a gray image. 

2) Correlated layer: correlated layer is a key component of the correlated network system. This 

method adopts a new method, that is, a new method. The convolution operation of convolution kernel 

and the conversion of activation layer are adopted to make the characteristics of the image more obvious. 

Relu activation function used in this test: 

 

F(x) = max(0, x)                                                                     (1) 

 

In this formula, X represents the input of the previous level and the output of the excitation function. 

Generally, the new matrix will be transferred to the next level. 

3) Water tank layering: water tank layering plays a similar function to water tank layering, and 

strengthens and extracts some key characteristics of water tank. Maximum pool method and average 

pool method are the two most common methods. These two methods extract the most important features 

in each window and generate a new matrix to the next layer of the network. 

4) Fully connected layer:The last layer of convolutional neural networks often uses a fully connected 

layer to smooth the matrix expansion previously processed into multiple channels and batches, and uses 

the classification function for classification, and the softmax function is often used for classification. 

Three convolution layers, two pool layers and two fully connected layers are used in a simple test 

network, and the shape of the matrix can be adjusted according to the data set. 

3.2.  Cross Entropy 

Among the current learning algorithms, the most common is the learning algorithm based on mutual 

information. In the classification problem, it is applied to analyze the difference between the predicted 

results and the real results, and then quantify and reduce the difference, so as to improve the overall 

performance of the model [14,9]. For the two types of problems, the expression of the cross entropy 

dissipation function is as follows: 

 

L(y_true, y′) = −[y_true × log(y′) + (1 − y_true) × log(1 − y′)]                                  (2) 

 

Here, L is a loss function, y_true is a real value, and y’ is a forecast value. When faced with multi-

class classification problem, it is denoted by 

 

L(y_true, y′) = −∑(yi × log(y′i))                                                (3) 

 

, where y_true is typically a one-hot encoded vector with only one element of 1 and the others of 0. The 

final loss result is obtained by the cumulative sum of the difference between the predicted value and the 

real value of each data, and the function is only to optimize the final total loss. If the data amount of a 

class of traffic is particularly small, the attention obtained in the overall loss sum will become small 

accordingly, and the characteristics about it will be difficult to be learned completely. This is why the 

cross entropy dissipation function cannot be used in the case of extreme disequilibrium. 

3.3.  Focal Loss 

Focus factor is a modified cross entropy loss method. On this basis, focus factor is introduced to correct 

it. The calculation formula of coke consumption is given in equation 4 

 

FL(y_true, y′) = {
−α(1 − y′)γ log y′ , y_true = 1

−(1 − α)y′γ log(1 − y′) , y_true = 0
                                        (4) 
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, Where y_true is a real value, y’ is an expected value, and gamma is a focus coefficient, which is a 

positive number regulating attention. Generally, the higher the value, the more attention the model pays 

to the samples that are difficult to classify. The best value 2 is leveraged from previous research [10]. 

The purpose of the other hyperparameter α is also to further adjust the loss weights of different classes, 

this is a number between 0 and 1, and its value could be modified according to the needs of the task. 

3.4.  Improved 𝛼 

According to the focus loss function, this algorithm further expands the attention of a few categories 

and gives more attention. However, for the multi category and multi category recognition problem, there 

is not only one small category, and the attention to small category recognition is also different. Using 

the same amplification factor for all samples in a small group can not get accurate gain for all samples 

in a small group, but the best gain can be obtained through repeated tests. In order to solve this problem, 

we use a new weighted distribution formula to replace it, so that the weighted effect can be improved to 

the greatest extent, thus eliminating the step of finding the optimal alpha. 

 

class_weights =
Ntotal×K

(Nclass+1e−6)
                                                   (5) 

 

, where 𝑁𝑡𝑜𝑡𝑎𝑙 is the all samples, 𝑁𝑐𝑙𝑎𝑠𝑠 is samples of each category, K is a constant that can be used to 

adjust the weight scale. You can choose to take the corresponding 10 to the power of n, and if you need 

higher accuracy, you can increase the value of K. In this experiment, the value of K is selected as 10, 

and each category corresponds to its own weight. 

4.  Result 

In this experiment, different upper sampling limits are chosen to observe the performance of minority 

class samples in conventional multi-classification problems, and compare the performance of minority 

class samples when using cross-entropy function, focal loss with different α values and the proposed 

weight α under the condition of fixed sampling upper limit. 

The dataset used in this study is part of the ISCXVPN2016 dataset. This dataset was generated by 

scraping traffic using tools such as Wireshark. The whole dataset has 13 categories such as Chat,VPN-

Chat,P2P,VPN-P2P. This dataset is used to support model training in research and testing of solutions 

to the sample imbalance problem. Most classes of traffic can be sampled to more than 30000 data 

samples, and there are three small classes of traffic that cannot be sampled to the highest threshold: The 

VPN data of ICP is 7877, the non VPN data of aim is 4099, and the VPN data of aim is 2455, which is 

the least. The detection effect of this method in various cases is analyzed. 

The test was carried out on a computer equipped with Intel Core i5 processor and 16 GB of memory. 

The software used was python3.9.16 and tensorflow2.12. 

First of all, for different types of services, 10000, 15000 and 30000 services were collected 

respectively, and the VPN data of different types of services were compared in 50 repetitions. This paper 

makes a detailed evaluation of the performance of such data streams from the perspectives of accuracy, 

recall and F1 score, as shown in Table 1. We show this result in the form of chart 1 to make it more 

intuitive. When the number of samples is 10000, the three evaluation indexes (97,92,95) (accuracy, 

recall, F1) are the maximum. As the sample size increases, the disequilibrium (i.e. the minimum sample) 

also increases. The traditional mutual information loss algorithm has little research on the disequilibrium. 

The study found that with the increase of sample size, all indicators showed a downward trend. When 

the number of samples increased to 30000, the decline rate of each index was 92,92,93. 
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Table 1. Performance of different number of samples. 

Metric 
Numbers of resamples 

10000 15000 30000 

Precision (%) 97 94 92 

Recall (%) 92 91 92 

F1 (%) 95 93 93 

 

 

Figure 1. Performance comparison (Figure Credits: Original). 

When exploring the performance of each loss function in the case of the most imbalanced data samples 

(the upper sampling limit is 30000), γ of focal loss is set to the optimal value 2 obtained in [10], and set 

α to 0.25, 0.5, 0.75 respectively, and conduct experiments with the proposed improved α under the same 

conditions. This result is shown in Table 2 and Figure 2. Under three different α values of 

hyperparameter selection, the choice of α=0.25 gave the best attention to the minority class (97,92,94), 

while the use of improved α achieved the highest accuracy of 99 among all methods, but the regression 

rate was lower than α=0.25, which was 91. Finally, the F1 index (94), which is close to the optimal value 

of α, is obtained. And the different algorithm times are also close. 

Table 2. Performance of various settings of alpha. 

 normal improved Ɑ=0.5 Ɑ=0.25 Ɑ=0.75 

Precision (%) 92 99 91 97 88 

Recall (%) 92 90 91 92 91 

F1 (%) 93 94 91 94 90 

Running Time (seconds) 4000.15s 4040.66s 4051.29s 3672.75s 4154.06s 
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Figure 2. Performance of various settings of alpha (Figure Credits: Original). 

5.  Conclusion 

The detection method of malicious data stream based on multi category data is discussed. This work 

uses a simple CNN network structure to achieve multi-classification of network traffic and focus on the 

issue of data imbalance. Imbalance of traffic classification is commonly referred to as the phenomenon 

where one or more classes of traffic data are much more numerous than other classes during 

classification tasks. This can be due to real-world scenarios where certain types of traffic are more 

common than others. This results in a great difference in the number of different types of samples. The 

model is optimized by comparing various loss functions. Additionally, this work proposes a weight 

allocation formula to optimize the selection of the hyperparameter α in the focal loss function, which 

demonstrates better performance in accuracy compared to the relatively optimal α. 
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