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Abstract. Along with the advancement in technology and data analysis, efforts have been made 

to use various factors to predict the stock market to improve portfolio performance and ensure 

an efficient market. This study explores two stock forecasting models, Long Short-Term 

Memory(LSTM) and Auto Regressive Integrated Moving Average (ARIMA), and evaluates 

their performance on the same datasets of historical stock prices of Apple, Microsoft, and 

Amazon. While ARIMA exhibited superior performance in terms of Root Mean Squared 

Error(RMSE) and R2 metrics, the research acknowledges inherent limitations, such as the 

exclusion of potential external influencing factors and the simplistic approach toward LSTM 

optimization. Despite ARIMA's commendable forecasting ability in this context, the dynamic 

and non-linear nature of stock prices suggests the potential of hybrid models and broader datasets 

for future research. The findings underscore the significance of selecting appropriate forecasting 

tools in the volatile domain of stock investments and pave the way for a more holistic and 

informed approach to stock price prediction. 

Keywords: Stock forecasting, machine learning, time series analysis, Long Short-Term Memory 
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1.  Introduction 

Historically, the art and science of stock prediction have been an ever-evolving subject. As the stock 

market matures, its complexity increases along with more investors in the market. Consequently, factors 

affecting fluctuations in prices abound making the market seem more erratic. The effort to understand 

such a market and make predictions accordingly is a persistent force and inspired a plethora of research 

and experiments. Despite advancements in technologies and scientific methods, underlying theories 

remained in place, even with ongoing debates: the Efficient Market Hypothesis (EMH) and Adaptive 

Market Hypothesis (AMH) [1]. The EMH emerged in the mid-20th century, suggesting that stock prices 

reflect all available information, making consistent portfolio outperformance of the market challenging. 

However, market anomalies and behavioural biases led to critiques of EMH's all-encompassing 

efficiency. This paved the way for the AMH in the early 2000s, proposing that markets exhibit both 

rational and irrational behaviours, evolving over time. While EMH underscored the challenges of 

prediction, AMH highlighted the potential for adaptability and behavioural patterns in stock markets.  

The most part of stock market forecasting history is about time series data. Most conventional models 

fall under the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) family, including 
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Auto-Regressive, Auto-regressive Moving Average, Auto-Regressive Integrated Moving Average [2]. 

The GARCH captures the changing volatility of price by modelling the variance of the current time 

based on past observations and past variances. With the advancement in technology, market forecasting 

methods evolved from simple technical analysis, identifying patterns through charts, to models that 

interpret data using algorithms, and finally to incorporate machine learning, as well as deep learning, to 

efficiently study a vast amount of data to find patterns. Nowadays, while recognizing the effect of 

sentiments on the stock market, new models that study sentiment analysis (SA) which analyses the 

influence of news and other information on investors become a trend [3]. 

Stock market forecasting emerges as a result meant for testing the understanding of the market. The 

significance of such predictions benefits both ways. It has conducive effects on both investors, individual 

and institutional investors, and the market itself. The interaction between total factor productivity (TFP) 

and stock prices indicates that a positive market shock could result in increased productivity [4]. While 

accurate predictions can lead to better portfolio management and risk assessment, an upward prediction 

that paints a positive picture of individual sectors of the stock market could boost consumer confidence 

and galvanize spending and investment, which consequently benefits the economy through increased 

productivity. Moreover, as research conducted in the Baltic stock market confirmed market 

inefficiencies [5], more factors were found that would undermine the EMH, like excess volatility, 

investor overreaction, seasonality in return, etc. If a forecasting model is built with machine learning 

that includes a vast amount of real-time news and information in its prediction, information asymmetry 

can be largely reduced, restore market fairness, curtail extreme price volatilities, and allow broad 

investors to trade rationally. As a result, the market can operate with higher efficiency. 

In recent years, different forecasting models using different approaches have gained some impressive 

results. In 2020, Khan et al. used ARIMA(1,1,33) to forecast Netflix’s stock price from 2015 to 2020 

[6]. The result yields that the measurement of Mean Absolute Percent Error indicates 99.75% accuracy 

and the prediction shows continuity in value in the next 100 days. In the same year, Xue et al. built a 

model using LSTM and compared it with a traditional Recurrent Neural Network(RNN), the Back 

Propagation(BP) neural network, and discovered that the LSTM yields high accuracy in forecasting 

stocks [7]. Apart from applying LSTM by itself, Wu et al. used a new method called Sequence Array 

Convolutional LSTM (SACLSTM), which used Convolutional Neural Network(CNN) to extract 

important features from historical data, options, and futures, along with traditional LSTM, to perform 

accurate prediction [8]. They compared results from models used and did not use this information and 

found that models with CNN-processed features yield lower accuracy loss. Another research subsidized 

the same preference for the CNN-LSTM model and compared it to Multilayer Perceptron(MLP), CNN, 

RNN, and LSTM CNN-RNN and found that CNN-LSTM resulted in the lowest Root Mean Squared 

Error(RMSE) and the highest R-squared among all [9]. In 2022, Abraham et al. used a genetic algorithm 

for feature engineering and employed random forest to forecast trends of 15 stocks and obtained 80% 

accuracy [10]. Moreover, as sentiment analysis gained more attention in forecasting models, Sonkiya et 

al. used Google’s pre-trained transformer model, BERT, to perform sentiment analysis on news and 

headlines of Apple Inc. and Generative Adversarial Network (GAN) to forecast the stock price. As a 

result, the proposed model (named S-GAN) outperformed other baseline models included in the 

experiment and exhibited early convergence because of the sentiment vector [11].  

With the purpose of producing accurate forecasts of stock prices to gain profits from the market, this 

paper will delve into two popular models–the ARIMA model and LSTM model–to compare their 

forecasting performance on three stocks: APPL(Apple), AMZN(Amazon), and MSFT(Microsoft). This 

paper will compare the detailed steps of both methods and results obtained by testing trained models on 

the same dataset. 

2.  Data and method 

The data used in experiments are the historical stock prices from September 1st, 2021 to September 29th, 

2023 of the three stocks: APPL, MSFT, and AMZN, specifically focusing on their daily closing prices. 

To enhance the predictability and capture more stable trends inherent in stock price movements, this 
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raw data is processed to compute the 5-day moving average for each stock. This methodology is aimed 

at mitigating the daily volatilities and noise, resulting in a smoother representation of the stock’s 

trajectory. The processed datasets were then chronologically partitioned into distinct subsets: training 

(60%), validation (20%), and test (20%) sets. This structure ensures an organized workflow where the 

model is trained on past data, its parameters are fine-tuned using the validation set, and finally, its 

performance is rigorously evaluated on the most recent data in the test set, providing a comprehensive 

assessment of its forecasting capabilities in real-world scenarios. 

For the purpose of evaluating the accuracy of forecasting and compare the results of the two models, 

the root mean squared error (RMSE) and R-squared ( R2 ) are employed as criteria to evaluate 

performance. The RMSE calculation is shown below: 

RMSE = √
1

n
∑ (yi − yî)

2n
i=1                                                       (1) 

where n is the number of data points, yi is the real value, and yî is the prediction. The closer the value 

of RMSE is to 0, the more accurate the prediction of the model because it perfectly aligns with the actual 

data without discrepancy. The R2 formula is shown below: 

R2 = 1 −
∑ (yi−yî)2n

i=1

∑ (yi−𝑦�̅�)2n
i=1

                                                               (2) 

where 𝑦�̅� is the mean of the observed data. The closer R2 is to 1, the more data could be explained by 

the model, an indication of an effective model.  

Table 1. Parameter Setting of LSTM. 

Parameters Value 

Number of hidden units in the LSTM layer 64 

LSTM layer activation function tanh 

Dense units 25 

Kernel_regularizer L2 regularizer 

L2 lambda 0.001 

Batch size 64 

Learning rate 0.001 

Optimizer Adam 

Loss function mean_absolute_error 

Epochs 200 

 

LSTM is a type of recurrent neural network (RNN) architecture model proposed by Schmidhuber et 

al. in 1997 [12]. RNNs are neural networks that can recognize and remember patterns in sequences of 

data. However, vanilla RNNs have limitations, particularly when dealing with long-term dependencies 

because of the vanishing gradient problem. In other words, as sequences get longer, RNNs become 

unable to learn and carry information from earlier time steps to later ones. LSTM was introduced to 

address these limitations. LSTM’s memory cells contain three gates: input, forget, and output.  Formulae 

for the three gates are as follows. The forget gate determines whether old information should be forgotten, 

in other words, assigning lower weights to it. The formula is shown below: 
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ft  =  σ(Wf ⋅ [ht−1, xt] + bf)                                                      (3) 

where σ represents the sigmoid function, Wf is the weight, ht−1 is the previous output, xt is the input 

information, and bf is the forget gate bias. The previous output and the current input are inputted into 

the input gate, and the output value and the potential cell state value are obtained: 

it = σ(Wi ⋅ [ht−1, xt] + bi)                                                        (4) 

C̃t = tanh(Wc ⋅ [ht−1, xt] + bc)                                                    (5) 

Here, Wi is the weight for the input gate and Wc is the weight for the cell state. bc and bi are biases. 

One updates the cell state according to the formula below: 

Ct = ft ∗ Ct−1 + it ∗ C̃t                                                        (6) 

The previous output, ht−1, and the input, xt, are inputs for the output gate. They are used to obtain 

ot as follows: 

ot = σ(Wo ⋅ [ht−1, xt] + bo)                                                (7) 

where Wo is the weight for the output gate and bo is the output gate bias. The hidden state, the output 

of the LSTM, is obtained by inputting ot  , the output gate, and the current cell state, Ct , into the 

calculation as follows: 

ht = ot ∗ tanh(Ct)                                                            (8) 

The parameters of the LSTM are listed in Table 1. 

Autoregressive integrated moving average (ARIMA) is a renowned time series forecasting method 

that aims to capture the autocorrelations present within the data. It was introduced by Box and Jenkins 

in 1970. The model is a combination of AR, I, and MA parts. Each of these parts can be represented 

with mathematical formulas. The "AR" stands for Auto Regressive, represented by 𝑝, indicates the 

number of lagged observations employed in the model, emphasizing that past values influence the 

current ones. The mathematic relationship is shown below:  

𝑋𝑡 = 𝑐 + 𝜙1𝑋𝑡−1 + 𝜙2𝑋𝑡−2+. . . +𝜙𝑝𝑋𝑡−𝑝 + 𝑒𝑡                                     (9) 

where 𝑋𝑡 is the current value and 𝑋𝑡−1, 𝑋𝑡−2,... are lagged values. 𝜙1,𝜙2,... are parameters of the AR 

model and 𝑒𝑡  is the error term at time 𝑡 . The I (Integrated) component, represented by 𝑑 , is the 

differencing step, used to render the time series stationary by calculating the differences between 

previous observations and the current ones. This addresses the issue of trends in the series through the 

formula below: 

⛛𝑋𝑡 = 𝑋𝑡 − 𝑋𝑡−1                                                          (10) 

where ⛛  is the differencing operator. Higher order differencing (e.g., second differencing) is just 

applying the differencing operation multiple times. The MA (Moving Average) component, denoted by 

𝑞, examines the relationship between an observation and the residual error obtained when applying a 

moving average model to previous observations: 

𝑋𝑡 = 𝑐 + 𝑒𝑡 + 𝜃1𝑒𝑡−1 + 𝜃2𝑒𝑡−2+. . . +𝜃𝑞𝑒𝑡−𝑞                                    (11) 

where 𝑒𝑡 is the white noise error term and 𝜃1, 𝜃2 ,... are the parameters of the MA model. The combined 

formula for ARIMA is shown below: 

(1 − ∑ 𝜙𝑖𝐵𝑖𝑝
𝑖=1 )(1 − 𝐵)𝑑𝑋𝑡 = 𝑐 + (1 + ∑ 𝜃𝑖𝐵𝑖𝑞

𝑖=1 )𝑒𝑡                        (12) 

where 𝐵 is the backshift operator for notational convenience. 𝐵𝑋𝑡 = 𝑋𝑡−1 (i.e., it lags the series by one 

period). The manual differencing is applied to the model to make sure the time series are stationary. 

Then an order of (1,1,0) is applied to the model to train on training sets.  
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Figure 1. Comparing predictions and real value of Apple for LSTM (Photo/Picture credit: Original). 

3.  Results and discussion 

After using the three datasets to train the LSTM and ARIMA models, predictions are compared to actual 

values in Fig. 1, Fig. 2, Fig. 3, Fig. 4, Fig. 5 and Fig. 6. For the same number of data points, Fig. 4, Fig. 

5 and Fig. 6 show better adherence between predicted and real values visually, while Fig. 1, Fig. 2 and 

Fig. 3 show greater discrepancies between predicted and real values. Consequently, according to figures, 

ARIMA does a better job forecasting the stock prices of Apple, Microsoft, and Amazon. Since the 

RMSE and R2 are indices to measure the performance of models statistically, Tables 2-4 compare the 

resulting RMSE and R2 from the three stocks. 

 

Figure 2. Comparing predictions and real value of Microsoft for LSTM (Photo/Picture credit: Original). 

 

Figure 3. Comparing predictions and real value of Amazon for LSTM (Photo/Picture credit: Original). 
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Figure 4. Comparing predictions and real value of Apple for ARIMA (Photo/Picture credit: Original). 

 

Figure 5. Comparing predictions and real value of Microsoft of ARIMA (Photo/Picture credit: Original). 

 

Figure 6. Comparing predictions and real value of Amazon for ARIMA (Photo/Picture credit: Original). 

Table 2. Comparison of LSTM and ARIMA’s evaluation indices on Apple. 

Methods RMSE 𝑅2 

LSTM 2.7784 0.8635 

ARIMA 1.1555 0.9769 
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Table 3. Comparison of LSTM and ARIMA’s evaluation indices on Microsoft. 

Methods RMSE 𝑅2 

LSTM 5.0984 0.7806 

ARIMA 1.8729 0.9715 

Table 4. Comparison of LSTM and ARIMA’s evaluation indices on Amazon. 

Methods RMSE 𝑅2 

LSTM 2.2270 0.9471 

ARIMA 1.0723 0.9882 

 

The comparison results are given in Table 2, Table 3 and Table 4. Statistical evidence demonstrates 

the straightforward outperformance of ARIMA on all three stocks. For Apple’s stock, 𝑅2 obtained by 

LSTM indicates that 86.35% of the real data could be explained by the model. Considering that 0.85 is 

a common threshold to validate models, LSTM achieved efficiency in predicting Apple’s stock. ARIMA, 

on the other hand, obtained a 𝑅2 of 0.9769, meaning that 97.69% of the real data could be explained by 

its model. ARIMA’s RMSE is also significantly lower than LSTM’s, as a lower RMSE indicates smaller 

discrepancies between real data and predictions. ARIMA’s advantage is more obvious in predicting 

Microsoft’s stock. ARIMA has an 𝑅2 of 0.9715 and is considerably higher than LSTM’s 𝑅2 of 0.7806. 

Moreover, LSTM’s 𝑅2 has not passed the 0.85 threshold this time. ARIMA’s RMSE is also smaller than 

LSTM’s by a large extent, as ARIMA’s RMSE is 5.0984 and LSTM’s RMSE is 1.8729. Lastly, Both 

models’ performances are similar in Amazon’s stock. LSTM has an 𝑅2 of 0.9471 and ARIMA has an 

𝑅2 of 0.9882. ARIMA achieved slightly better. From RMSE’s perspective, ARIMA outperforms LSTM 

again by having an RMSE of 1.0723, while LSTM has an RMSE of 2.2270. According to the results, 

the performance of ARIMA is outstanding among all three stocks and inherently indicates its 

consistency. However, this does not mean that the ARIMA used is flawless. Further investigations 

should be spent on preventing overfitting and detecting seasonality within the data. Moreover, there are 

various ways to improve LSTM, like different approaches to eliminate noise and including more features 

to train the model. This research does not indicate that ARIMA is generally a better model in stock price 

forecasting, but that the ARIMA used in the experiment is better than LSTM under designed conditions. 

Therefore, in predicting the stock prices of Apple, Microsoft, and Amazon, ARIMA outperforms LSTM. 

4.  Limitations and prospects 

The analysis, while comprehensive, is not devoid of its limitations. First, the very nature of stock prices, 

being affected by an array of macroeconomic and company-specific factors, renders them highly non-

linear and complex. The experiment only considered historical stock prices and their 5-day moving 

average, overlooking other potential influencers like trading volumes, macroeconomic indicators, or 

company-specific news. Secondly, while the ARIMA model showed superior performance compared to 

LSTM for the selected stocks, it doesn't guarantee consistent results across various other stocks or in 

different market conditions. ARIMA's underlying assumptions of linearity and stationarity could be a 

limitation in highly volatile markets or when sudden unexpected events (like geopolitical incidents or 

natural calamities) impact stock prices. Conversely, LSTM's capability to capture long-term 

dependencies might outperform ARIMA in more extended datasets. Third, sentiment analysis, as 

alluded to previously, is becoming an essential tool for stock prediction. The present study, however, 

did not integrate sentiment or other external data types into the models, which could have potentially 

improved forecasting accuracies.  
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Looking ahead, future endeavours should focus on hybrid models combining the strength of 

traditional time series forecasting techniques, like ARIMA, with the power of deep learning methods, 

such as LSTM. Incorporating more data types, especially sentiment data from sources like news articles, 

social media, or financial reports, can provide more holistic models. Exploring other machine learning 

algorithms, like reinforcement learning or attention mechanisms, may offer new insights. The 

burgeoning field of quantum computing also promises breakthroughs in time series analysis, given its 

potential for parallel computations. Furthermore, the continuous evolution of markets and trading 

strategies, coupled with technological advancements, mandates consistent re-evaluation and refinement 

of predictive models. In a landscape marked by frequent algorithmic trades and high-frequency trading 

systems, the durability of a model's predictive power is under constant scrutiny. Future research should 

also focus on real-time analysis and the potential of adaptive models that can adjust to new data quickly, 

ensuring relevancy in the ever-shifting terrain of stock markets. To conclude, while the presented models 

offer promising results in forecasting stock prices of the selected stocks, they underscore the intrinsic 

complexity and unpredictability of stock markets. Their future evolution will inevitably be interwoven 

with advancements in technology, offering both challenges and opportunities for market participants 

and researchers alike. 

5.  Conclusion 

Predicting stock prices remains a perennial challenge in the financial realm. In this research, the 

forecasting accuracy of LSTM and ARIMA models was rigorously compared, focusing on the stocks of 

Apple, Microsoft, and Amazon. Findings revealed ARIMA's superior performance, as determined by 

RMSE and R2 metrics, over LSTM. However, the study's limitation lies in the omission of external 

influencing factors and potential room for LSTM model optimization. Future endeavours might consider 

hybrid models or integrating broader datasets to enhance prediction precision. The significance of this 

study underscores the importance of selecting appropriate forecasting tools and facilitating more 

informed decision-making in the volatile domain of stock investments. 
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