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Abstract. Predicting stock prices has already long been a popular but challenging topic due to 

unavoidable uncertainties in various factors. With continuous exploration and development of 

machine learning algorithms over the years, they have become more and more popular in 

forecasting stock value changes. This paper aiming to predict future stock prices using returns 

from the past by applying three different supervised learning methods to the seemingly 

unpredictable dataset, namely Long Short-Term Memory (LSTM), Linear regression and Fully 

connected Neural Networks (FNN). R-squared and MSE were used as statistical indicators of 

the performance of each model. The calculated R-squared values for linear regression, LSTM 

and FNN were 0.876975, 0.898741 and 0.929504 respectively. In addition, the MSE of the 

corresponding models were 5.7786893, 0.0007542 and 0.0005237. As a conclusion, FNN 

performed the best in the sense that it put out the highest R-squared and lowest MSE value. As 

a result, FNN may take priority to the other manners in future predictions. 
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1.  Introduction 

Over the years, more and more financial traders have started to focus their investments on stock trading 

due to the increase in market capitalization, stock prices predictions are carried out using fundamental 

and technical assessments to help investors with decision-making. However, there are limitations to 

them, and they do not always return desired correctness. Machine learning algorithms have been 

explored in academia to help with estimating changes in stock prices with the increase in usage of 

advanced tools and technologies [1]. 

This paper compares the accuracy of three time-series models when forecasting stock prices of Apple. 

These models are Long Short-Term Memory (LSTM), Linear regression and Fully connected Neural 

Networks (FNN). The dataset used contains 504 rows and 8 columns, including information of stock 

prices of Apple (from 15/09/2021 to 15/09/2023). Time series analysis models trained by supervised 

learning are applied to predict future stock close price of Apple based on collected dataset. Comparing 

the three models, FNN was found to give the best prediction. 

2.  Literature Review  

Stock market can be influence by numerous factors, making the stock prices unstable and hard to predict. 

Although it is hard to make accurate predictions, it is an important process as investors need instant and 

effective information to make decisions and strategies. As a result, in academic and financial fields, 
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analysing the trends of financial activities and predicting their changes are now considered one of the 

research hotspots [2]. 

A DNN (deep neural network)-based model developed on the phase-space reconstruction (PSR) 

method and LSTMs for deep learning is designed by Yu and Yan, which is then used for forecasting 

stock prices. Several stock indices for various time periods are predicted using the designed prediction 

model as well as a few alternative models. Comparing the outcomes shows that the DNN-based model 

predicts the most accurately [2].  

Adebiyi and Adediran showed that autoregressive integrated moving average (ARIMA) models are 

able to perform reasonably well with newly developed short-term forecasting techniques based on past 

daily stock prices acquired from exchanging two countries’ stock [3].  

By using different methods to forecast the stock prices by their time series characteristics, the method 

CNN-BiLSTM-AM, comprising convolutional neural networks (CNN), bi-directional long short-term 

memory (BiLSTM), and attention mechanism (AM) was found to perform the best among other seven 

models including CNN, RNN, LSTM etc [4]. 

The study of evaluating the close price for five companies in different sectors of operation by Vijh, 

Chandola, Tikkiwal and Kumar found artificial neural networks (ANN) to be more efficient in stock 

closing price prediction compared to random forest (RF) as it obtains the lowest values of the two 

indicators RMSE and MAPE [5]. 

Furthermore, LSTM model has been shown to be effective in long term share price prediction by 

experiment based on four different sectors in Indian share market [6].  

A study of predicting the next closing stock price by echo state network (ESN) was presented by Lin, 

Yang and Song. To flexibly identify initial transient and pick subseries with biggest predictability when 

training, the Hurst exponent is introduced into the model. Experimenting on almost all S&P 500 stocks 

demonstrates that most of the times, ESN shows leading performance [7]. 

Nevertheless, studies have not found a method performs the best in all scenarios due to complexity 

of the stock market and other reasons. 

3.  Methodology 

3.1.  Linear regression 

Regression analyzes are frequently used in area of forecasting and prediction, where their use 

significantly overlaps with the field of machine learning [8]. Although linear regression was developed 

a long time ago, comparing to modern learning method, it is still widely used and can often be a good 

starting point. It is a linear approach describes the relationship between an independent variable and 

dependent variable(s). By fitting a linear regression model, the training data is used to estimate the model 

coefficients, which will be used to predict the future price on a particular day afterwards. 

Simple linear regression is a linear regression model which contains only one explanatory variable. It 

uses two-dimensional sample points with the independent and dependent variables, to identify a linear 

function that as closely as possible predicts the values of the response variable by using the 

corresponding values of the explanatory variable. 

3.2.  LSTM 

The objective of a Recurrent Neural Network (RNN) is to predict the future steps by using previously 

observed steps. Where LSTM, as a special type of RNNs, can additionally memorize the data 

sequentially.  An LSTM is a collection of cells, capturing and storing the data streams. They act like a 

path connecting one module to another, transferring data from the past and to the current one [9]. Within 

each cell, there are three kinds of gates, namely forget, memory and output gate, enabling the cells to 

determine whether to pass through data or dispose of it. During this process, old data can be deleted, 

and new data can be added, and at the end is the output gate deciding the output from each cell. 
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3.3.  FNN 

Neural networks are machine learning methods for training algorithms based on inspiration of the human 

brain. 

For neural networks, a learning process can be seen as the issue of optimising network architecture 

and connection weights to maximise the efficiency of a network on performing a specific task. In most 

cases, the network has to recognise the connection weights from given training patterns. And to improve 

its performance, the weights in the network are updated iteratively. ANN seem to learn underlying rules 

(like relationships between inputs and outputs) from the provided collection of representative cases 

rather than adhering to a set of rules established by human experts, which is a big part of the reason for 

its superiority to conventional expert systems [9].  

As one of the neural networks, in the Fully connected Neural Networks (FNN), every neuron gets 

linked to every other neuron in the previous and follow-up layers, enabling it to learn complicated 

characteristics of the inputs, which all result in powerful nonlinear fitting capabilities and the fact that it 

can run tasks like classification or regression and fit most patterns [10].  

4.  Results 

The process was split into several steps, including data collection, data processing, model training and 

model testing. At first, historical stock price data of Apple from 15/09/2021 to 15/09/2023 was got from 

Yahoo Finance. After cleaning the data set and converting into a suitable time-series structure for 

prediction, the whole dataset was then divided into two subsets, an 80% train set, and a 20% test set, 

which means, data of the last 100 days were used for testing. The models were trained based on the 7-

day closing price of Apple in the past to predict the closing price in the future. In this study, date and 

stock closing price is the independent and dependent variable respectively. These settings were then fed 

into the algorithms. 

4.1.  Results for linear regression model 

The linear regression model applied in this paper is a simple linear regression, with the only explanatory 

variable being dates and the response variable being the stock price. Fig. 1 shows the price predicted 

using linear regression model and the real price of the day. The general shape of the prediction line is 

close to the line of the actual price, but it tends to underestimate when the price is rising and overestimate 

in the other cases. Also, some inconsistency appeared during the first half of the period. 

 

Figure 1. Results for Linear Regression 
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4.2.  Results for LSTM models 

The actual and predicted values from the LSTM model trained using data from the previous 7 days (N=7) 

is compared in Fig. 2. The graphic shows that there is significant variation in the projected values. The 

prediction is also contradictory at the beginning and at the end. 

 

Figure 2. Results for LSTM (N=7) 

The algorithm was retrained using data from the previous 5 days (N=5) and 10 days (N=10) to 

determine the ideal number of days to use for training. The outcomes are displayed in Figs. 3 and Fig.4 

correspondingly. In Fig. 3, overestimation occurred initially, but over time, the predictions began to 

come closer to the actual values. It is apparent that accuracy decreases as iterations increase further. In 

contrast, the model provides an overall approximation that is significantly closer when data from the 

recent 10 days are applied. 

 

Figure 3. Results for LSTM (N=5) 
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Figure 4. Results for LSTM (N=10) 

4.3.  Results for FNN model 

The last model involved was the Fully connected Neural Networks (FNN) model, its testing output is 

presented by Fig. 5. It is observed that FNN returns the most robust forecasting at the start of the 

iterations and towards the end, where the curve is comparably smoother than the other models in the 

same area. It is comparable to LSTM (N=7) elsewhere. 

 

Figure 5. Results for FNN 

4.4.  Indicators of comparison 

In this paper, R-squared was used to indicate the effectiveness of each model. Furthermore, the dataset 

was normalized when training LSTM and FNN models. As a result, mean square error (MSE) was 

introduced as an extra judgement among these models. 

R-squared represents the quantity that estimates the percentage of variation of the response variable 

explained relating to the explanatory variables. It is calculated using the explained (ESS), total (TSS) 

and residual sum of squares (RSS) [11]. R-squared indicates the fitness of the regression line to the data. 

It lies in the closed interval 0 to 1, and larger R-squared corresponds to better fitness. 

MSE is frequently used in stock prices forecasting to show the accuracy of the models. It quantifies 

the average squares of the errors, which is the mean square differences between the calculated and real 
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values. As indicated by its name, MSE is never negative and non-zero most of the cases. Lower MSE 

means better fitness of the model and when it’s zero, the model is fitted perfectly. 

4.5.  Results for comparison 

Calculated R-squared and MSE for each model are shown in Table 1. Observing that FNN returns the 

highest R-squared value (0.9295) among all models and the lowest MSE (0.00052) in comparison with 

the LSTM models. A conclusion that the FNN model performed the best, with the LSTM model trained 

using data from the last 7 days with R-squared value 0.8985 and MSE 0.00075 being the second can 

then be drawn. This benefits from the ability of FNN methods on learning non-linear input-output, and 

on generalizing from the examples they are being trained on and applying to new data afterwards. Which 

all make it possible for them to predict more accurately. 

Table 1. Comparison 

 
Linear 

regression 

LSTM (N=5) 

(Data 

normalized) 

LSTM (N=7) 

(Data 

normalized) 

LSTM 

(N=10) 

(Data 

normalized) 

FNN 

(Data 

normalized) 

R-squared 0.876975 0.882891 0.898471 0.892251 0.929504 

MSE 5.7786893 0.0009585 0.0007542 0.0008450 0.0005237 

5.  Conclusion  

Throughout time, machine learning algorithms have been explored and developed, resulting in their use 

in predicting changes in stock value growing steadily. The objective of this paper is to forecast future 

stock prices by using historical return. In three stages: model construction, time series data processing, 

and outcome assessment and analysis, three distinct supervised learning techniques—linear regression, 

LSTM, and FNN—are applied. In the end, FNN performed the best among all the models in terms of 

R-squared and MSE, producing the lowest MSE and the largest R-squared value. Therefore, in future 

forecasts, FNN might be given primacy over the other methods. 

The modern stock market nowadays, however, is getting more and more complicated, and a lot of 

other elements can influence the trend of the stock price, all of these indicate that entirely replying on 

time-series analysis no longer gives the best knowledge of the stock markets. Indeed, a direction for 

further researching from this paper is to combine other features such as company investments, investor 

sentiments and so on during the process. 
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