
Transfer learning approach for diabetic retinopathy detection 

using residual network 

Lexin Zhang 

School of Future Technology, South China University of Technology, Guangzhou, 

Guangdong, China 

zlx031029@163.com 

Abstract. The condition known as diabetic retinopathy is a severe and common complication 

of diabetes. It affects the retina, which is a light-sensitive organ inside the eye, and it can lead 

to blindness or loss of vision. It is therefore important to improve the diagnosis and 

classification of this disorder. In deep learning, transfer learning is a process that aims to 

improve the performance of a given task by taking advantage of the knowledge that has been 

acquired from another. The main idea of this approach is to speed up the learning process by 

applying the obtained knowledge to a new task. In this paper, with the help of migration learning, 

a pre-trained deep learning model known as InceptionV3 was used to classify fundus images the 

Diabetic Retinopathy 2015 Data Colored Resized database in five categories according to the severity 

of the lesions. It was able to achieve a 92.314% accuracy on a test set. 

Keywords: Diabetic retinopathy, InceptionV3, Transfer learning, Deep learning, Kappa 

consistency test. 

1.  Introduction 

High blood sugar levels are the main cause of diabetes, a chronic condition that affects millions of 

people. The 10th edition of the IDF's Diabetes Atlas 2021, released on the official website of the 

International Diabetes Federation (IDF) (www.diabetalas.org), states that 537 million people are 

currently suffering from the condition. By 2045, it is expected that the number of people with this 

disease will reach over 800 million[1]. This underscores the need to enhance the precision of diagnosis 

and provide prompt and comprehensive care for all individuals with diabetes, especially those who are 

unaware of their condition[2]. 

Individuals who are suffering from diabetes have a higher chance of developing various 

complications. These include kidney failure, heart disease, blindness, and nerve damage[3]. Diabetic 

eye disease refers to the group of eye conditions that can result from diabetes. These include: diabetic 

retinopathy, macular edema, glaucoma, cataracts[4]. The most common eye condition is diabetic 

retinopathy. Approximately 93 million individuals suffer from eye damage due to diabetes, and the 

leading cause of blindness among them is diabetic retinopathy (DR). DR damages the blood vessels 

located at the back of the eye[5], which can lead to vision loss if not treated. 

Although managing diabetes and preventing eye damage can help avoid major health complications, 

it is still important to carry out screening for diabetic retinopathy. This can only be done through the 

help of a trained eye doctor. Unfortunately, it is not always feasible or efficient to perform this 
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procedure on every individual. With the help of deep learning technology, a screening method can be 

developed that can accurately detect diabetic retinopathy[6]. 

2.  Related Work 

Early studies on the use of deep learning technology for detecting retinal diseases have been conducted. 

These studies utilized machine learning methods to classify a large amount of funds obtained from 

screening programs[7],[8],[9],[10]. Nevertheless, the extraction of features from this method is not 

ideal. It requires a lot of expertise to identify the exact features of a given dataset. Also, the time-

consuming tasks involved in the extraction, recognition, and feature selection process make it 

impractical for large-scale applications. 

In the field of classification and detection of retinal diseases, deep learning (DL) has been widely 

used. Unlike machine learning, its methods do not require the use of hand-crafted features extraction. 

A Google research team has developed an advanced model that can diagnose diabetes mellitus 

retinopathy (DMR)[11]. Several studies on retinal image classification opted for binary classification 

to address issues related to distinguishing between normal cases and a specific disease. In order to 

classify diabetic retinopathy in the Messidor dataset, Lam and his team used pre-trained networks 

(GoogleNet and AlexNet). They utilized selective contrast-limited adaptive histogram equalization 

(CLAHE) and achieved a significant improvement in their performance when it came to identifying 

subtle features[12]. A study conducted by Choi and his team revealed that a multi-class DL algorithm 

was able to automatically detect ten retinal disorders[13]. 

Some researchers have attained progress in the field of automatic detection of Diabetic Retinopathy 

(DR). However, challenges such as inadequate retinal image quality, unclear grading of retinal lesions, 

severe imbalances in category distribution, and a prevalent and challenging issue—insufficient images 

of DR lesions—require attention and resolution[14]. 

Transfer learning stands out as a potent research approach in the data science community, enabling 

the refinement of existing model algorithms for application in novel domains or tasks [15]. Rather than 

initiating the training of an entirely new model, transfer learning enables the utilization of a proficient 

pre-trained model, trained on abundant, high-quality labeled data. This approach facilitates the 

construction of a new model better suited to fulfilling specific tasks[16]. It can selectively transfer 

different pre-trained layers to the target task based on the characteristics of CNN classification tasks. 

Based on the above strengths, transfer learning is particularly suitable for deep learning research that is 

highly specialized but has a small dataset size, which can significantly reduce the dependence of 

model construction on data volume. 

3.  Dataset 

3.1.  Dataset Description 

This experiment is based on the Diabetic Retinopathy 2015 Data Colored Resized database. All 

images have been resized and cropped, with the dimensions limited to a maximum size of 1024 pixels. 

For the 2015 Diabetic Retinopathy Detection images, the left and right eyes were collected from each 

subject. There are 35126 resized and cropped training set images and 53,576 resized and cropped test 

set images. 

Clinicians have assessed each image, assigning a severity rating on a scale ranging from 0 to 4 for 

diabetic retinopathy: 

level 0 - No Diabetic Retinopathy 

level 1 - Mild diabetic retinopathy 

level 2 - Moderate diabetic retinopathy 

level 3 - Severe diabetic retinopathy 

level 4 - Proliferative Diabetic Retinopathy 
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Figure 1. Level 0.                  Figure 2. Level 1.                Figure 3. Level 2. 

            

      Figure 4. Level 3.                      Figure 5. Level 4. 

3.2.  Data Preprocessing 

A random selection process selects 20% of the training dataset for validation. Training data is then 

categorized into five categories. This procedure is repeated for the testing and validation phases. 

Because the pre-trained deep learning model that will be used in this experiment is based on the 

ImageNet, so, in this experiment, the average pixel intensity from each image channel will be 

subtracted by channel with reference to the ImageNet dataset. This ensures that the image intensities 

of the diabetic images have the same intensity range as the processed ImageNet images before training 

on the model. 

The mean pixel intensities for the red, green, and blue channels in the ImageNet image are 103.939, 

116.779, and 123.68, respectively[17]. The pre-trained model undergoes training by subtracting these 

averages from the image. Subtracting the mean values serves the purpose of normalizing the data 

features, with the goal of concentrating the data around 0 to mitigate issues like gradient vanishing and 

gradient explosion. This, in turn, facilitates faster convergence of the model. Furthermore, normalizing 

each channel ensures uniform gradient flow across all channels. Given the utilization of pre-trained 

models in this project, it is logical to normalize each channel in the same manner before feeding the 

images into the pre-trained network. 

Besides, in order to expand the data, additional data is generated by performing affine 

transformations on the pixel coordinates of the image[18]. The main affine transformations are 

rotation, translation and scaling. Th research used horizontal and vertical flipping, which will produce 

images obtained by reflecting along the horizontal and vertical axes, respectively. Similarly, images 

are also translated by 10% pixels along the width and height directions, the rotation was limited to an 

angle of 20 degrees, and the scaling factor was defined within 0.8 to 1.2 of the original image size. 

4.  Methods 

4.1.  Model Construction 

The article utilizes the Keras API. It is a powerful tool for developing deep learning models. It's 

written in Python and is based on various frameworks such as Theano, CNTK, and TensorFlow. Keras 

supports rapid experimentation, which allows for quick conversion of ideas into results. Therefore, it is 

a tool that can help us build deep learning models efficiently. 

In this experiment, InceptionV3 model was utilized. InceptionV3 is a Google CNN. Instead of 

using a fixed-size convolutional filter at each layer, the InceptionV3 architecture uses different sized 

filters to extract features at different granularity levels. Besides, InceptionV3 is a deeper network with 
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more initial layers. So, it can extract more accurate image features[19]. The convolutional block for 

the InceptionV3 layer is shown in figure 6. 

 

Figure 6. InceptionV3 Convolutional Block. 

When training a model based on a small dataset, the weights of the entire network are more likely 

to be overfitted. However, freezing layers in transfer learning can reduce the number of weights that 

need to be trained, which can be considered as a kind of regularization, and the problem of overfitting 

can be reduced to some extent. So, it is important to find appropriate layers to freeze. Since the initial 

layers in a model learn generic features that are independent of the target domain, they are the most 

suitable layers for freezing. So, the first 30 layers of the network were frozen, which are mainly used 

to extract general features, which are basically similar to Gabor filters and color blobs. 

Following the extraction of the output from the last maximum pooling layer of the pre-trained 

network, two additional modules are connected. These modules include a fully-connected layer with 

ReLU as the activation function and a dropout module. The dropout module aids in enhancing the 

model's generalization ability and improves the fitting capacity of neurons within the fully connected 

layer. To fulfill the classification task, a Softmax classifier was employed, connecting the fully 

connected layer of the InceptionV3 model to the LogSoftmax classifier. The depicted structure is 

illustrated in figure 7. 

 

Figure 7. Fully Connected Layer. 
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4.2.  Model Training 

Classification of medical images is a challenging process due to the imbalance of class. Figure 8 

shows the distribution of the training set's five categories. 

 

Figure 8. Distribution of Level. 

Close to 73% of the training data falls into class 0, i.e. no diabetic retinopathy. Thus, if we happen 

to label all data as class 0, then the accuracy may be 73%. But in real life, we would rather misclassify 

a patient as having a problem (false-positive) when he or she does not actually have some kind of 

health problem than misclassify him or her as not having a problem (false-negative) when he or she 

does have some kind of health problem. Thus, even if the model learns to categorize all data as class 0, 

its 73% accuracy may not mean much. In order to tackle this problem, in the loss function, categories 

are assigned weights that are inversely proportional to their density[20]. This ensures that the loss 

function assigns a higher penalty to low-frequency categories when the model fails to categorize them 

correctly. 

The corresponding weights for the different categories are shown in table 1. 

Table 1. Weights for the different categories. 

Category of severity Category weight 

Level 0 0.012035386 

Level 1 0.127135056 

Level 2 0.058696197 

Level 3 0.364023421 

Level 4 0.438197473 

 

In order to measure the classification accuracy more precisely, the quadratic weighted kappa 

(QWK) statistic was also used to define the quality of the mode. The quadratic weighted kappa is 

defined as follows: 

 
The weights in the quadratic weighted kappa expression are defined as follows: 
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Explanation of symbols in the above formula: N denotes the number of categories.  denotes the 

number of images that are predicted as category i and the actual category is j.  denotes the expected 

number of images that are predicted as category i and the actual category is j. It is assumed that the 

predicted category and the actual class are independent of each other. 

In the training phase, the initial learning rate is established at 0.0001. Learning rate adjustments are 

made by monitoring losses on the validation set, with the learning rate decreasing at a multiplicative 

rate of 0.5. The optimizer employed to seek the optimal solution is Adam. Besides, small batches can 

be created dynamically using Keras to reduce the memory required for the training process. Dynamic 

batch generation is an efficient technique for creating small batches, and there are minimal 

performance issues when doing so. This is because methods such as Keras have a very efficient design. 

5.  Result 

In this experiment, after training repetitively I found that when set the number of epochs to 50, training 

accuracy will become relative stable. Figure 9 shows the training loss during the training process and 

figure 10 shows the training accuracy and the validation accuracy. Finally, the InceptionV3 model gets 

close to 90.8% validation accuracy and a quadratic kappa score of 0.403. 

 

Figure 9. Training Loss. 

 

Figure 10. Training Accuracy and Validation Accuracy. 

I tested the classifier model on a previously unseen dataset of 53,576 fundus images and classifier 

model resulted in an accuracy of 92.314%. 
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6.  Conclusion 

In this paper, transfer learning based on a pre-trained InceptionV3 model is implemented to classify 

DR into 5 classes and finally reaches the best accuracy 92.314%. After the pre-trained model, fully 

connected layers and classifiers are reconstructed to fit the specific task. 

However, it is worth noting that the validation accuracy is not relatively stable during the training 

process and some- times there are large jumps in accuracy values. Considering that a portion of the 

neuron nodes have been discarded to circumvent the overfitting problem using dropout, the cause of 

the problem may stem from the data itself, such as overexposure or lighting problems and domain gap 

between different data acquisition equipment. This problem still needs to be addressed. 
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