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Abstract. The integration of artificial intelligence (AI) in healthcare has led to the development of 
intelligent auxiliary diagnosis systems, enhancing diagnostic capabilities across various medical domains. 
These AI-assisted systems leverage deep learning algorithms to aid healthcare professionals in disease 
screening, localization of focal areas, and treatment plan selection. With policies emphasizing innovation 
in medical AI technology, particularly in China, AI-assisted diagnosis systems have emerged as valuable 
tools in improving diagnostic accuracy and efficiency. These systems, categorized into image-assisted and 
text-assisted modes, utilize medical imaging data and clinical diagnosis records to provide diagnostic 
support. In the context of lung cancer diagnosis and treatment, AI-assisted integrated solutions show 
promise in early detection and treatment decision support, particularly in the detection of pulmonary 
nodules. Overall, the integration of AI in healthcare holds significant potential for improving diagnostic 
accuracy, efficiency, and patient outcomes, contributing to advancements in medical practice. 

Keywords: Intelligent auxiliary diagnosis system, Pathology, Medical diagnostic efficiency, 
Cancer management. 

1.  Introduction 
According to the World Health Organization (WHO), millions of patients are delayed every year while 
waiting for diagnosis and treatment, resulting in significant health losses. The intelligent assisted 
diagnosis system can greatly shorten the diagnosis time and help doctors make diagnosis and treatment 
decisions more quickly, thus reducing the waiting time of patients and the waste of medical resources. 
With the continuous development of digital technology and artificial intelligence, [1]intelligent assisted 
diagnosis system has become an important innovation in the medical field. Its core purpose is to use 
advanced technologies such as deep learning to integrate artificial intelligence models into medical 
devices or software to help doctors make more accurate diagnosis and treatment decisions, thereby 
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improving medical standards and efficiency. As an important part of basic medicine, pathology 
undertakes the key task of disease diagnosis and treatment. According to the data of the American 
Cancer Society, the accuracy of traditional pathology diagnosis is between 85% and 90%, and the 
introduction of intelligent assistant diagnosis system can improve the diagnostic accuracy to more than 
95%. This means more accurate disease diagnosis and more effective treatment. Digital pathology 
combined with artificial intelligence technology brings new opportunities and challenges to pathology. 
[2]This paper aims to explore how intelligent assisted diagnosis systems can use advanced artificial 
intelligence technology to improve the accuracy and efficiency of pathological diagnosis, thereby 
providing critical information and support for the individualized treatment of cancer patients. Through 
the introduction and analysis of intelligent assistant diagnosis system, we can deeply understand its 
significance and potential value in the medical field, and promote the progress and application of 
medical science and technology. 

2.  Related work 

2.1.  The development of intelligent auxiliary diagnosis system 
Artificial intelligence assisted diagnosis system is an "intelligent medical assistant" developed on the 
basis of artificial intelligence theory, which can assist doctors to make diagnostic decisions such as 
location of focal areas, disease screening and treatment plan selection. [3-4]A successful AI-assisted 
diagnostic system can have diagnostic capabilities comparable to expert level. A high-quality artificial 
intelligence medical assisted diagnosis system is of great significance for improving doctors' work 
efficiency, reducing the rate of medical misdiagnosis and missed diagnosis, alleviating the shortage of 
medical resources and greatly improving the quality of medical services. In view of the great medical 
value of artificial intelligence medical assisted diagnosis and treatment technology, the Chinese 
government attaches great importance to the development of artificial intelligence medical assisted 
diagnosis and treatment technology. In December 2017[5], the Ministry of Industry and Information 
Technology issued the Three-year Action Plan to Promote the development of a New generation of 
artificial Intelligence Products (2018-2020), proposing to accelerate the production and clinical 
introduction of medical image-assisted diagnosis and treatment systems. The introduction of the "13th 
Five-Year Plan" series of policies has created a good policy environment for promoting the 
productization and clinical application of artificial intelligence medical assisted diagnosis and treatment. 

2.2.  Intelligent auxiliary diagnostic systems and clinical pathology 
Artificial intelligence medical assisted diagnosis system is based on deep learning, neural network and 
other artificial intelligence technology development, through the learning of massive data samples to 
learn experience, promote it to master the diagnostic ability, and ultimately can provide support for 
doctors diagnosis decision-making intelligent system. Among them, Artificial intelligence image-
assisted diagnosis and treatment system is the current trend of industry research. Based on massive 
medical image data such as X-ray, CT, ultrasound and MR, and deep learning, image segmentation, data 
mining and other technologies, artificial intelligence image-assisted diagnosis and treatment accurately 
identifies and quantifies disease lesions to provide diagnostic basis for doctors.  

At present, imaging AI and pathological AI have been successfully applied in the fields of disease 
screening, prediction and diagnosis. Researchers in several fields have constructed a large-scale CT 
dataset that includes novel coronavirus pneumonia [6](COVID-19), common pneumonia, and normal 
control populations, and developed a COVID-19 AI diagnostic system based on CT images to help 
accurately diagnose COVID-19. However, laboratory tests have significant advantages over imaging 
and pathology. The laboratory test method is simple, fast and low-cost, and doctors can achieve good 
diagnosis and treatment results by analyzing the test data of patients. In addition, blood routine, blood 
biochemistry, urine or stool test results can directly reflect the physiological and pathological changes 
of the disease. [7]The commonly used clinical test data has sufficient validity and stability, has been 
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large-scale clinical practice and evaluation, which can provide clinicians with a more comprehensive 
guidance and suggestions for disease diagnosis and treatment. 

2.3.  Artificial intelligence diagnostic system and early lung cancer 
Lung cancer is a malignant tumor with the highest incidence and mortality in the world. Early diagnosis 
and treatment of lung cancer are the most effective means to improve the clinical efficacy of lung cancer. 
With the popularization of [8]CT examination, a large number of people with pulmonary nodules have 
been found clinically. This not only provides a key screening object for the detection of early lung cancer 
patients, but also increases the psychological burden of patients and excessive diagnosis and treatment 
due to the difficulty in determining the nature of lung nodules. The AI-assisted diagnosis of pulmonary 
nodules effectively solves this clinical problem and greatly improves the accuracy of qualitative 
diagnosis of pulmonary nodules. The AI server is embedded in the hospital's network management 
system and connected to the image archiving and Communication System (PACS) for CT examination. 
When a patient performs a chest CT scan, AI automatically captures the patient's image information 
through [9-10]PACS, and transmits the auxiliary diagnosis results to the doctor's film reading terminal 
through AI calculation, which usually takes a few seconds to complete. Ai-assisted diagnosis of small 
pulmonary nodules does not require high CT hardware: spiral CT of 16 rows or more, plain scan, and 
thin slice (1.5 mm) are sufficient. Ai-assisted diagnosis of pulmonary nodules can provide us with the 
following information about pulmonary nodules: location, size (including longest diameter, maximum 
cross-sectional area and volume), nature (pure ground glass, solid, solid), and malignant probability (0% 
~ 100%). For all the small nodules screened, according to the size of the malignant probability, the 
standard "artificial intelligence assisted lung cancer diagnosis analysis report" is obtained for doctors' 
reference. 

3.  Methodology 
Because of high quantity data in CT images and blurred boundaries, tumor segmentation and 
classification is very hard.  Machine Learning makes the diagnosis process easier and deterministic.  
This work has introduced one automatic lung cancer detection method to increase the accuracy and yield 
and decrease the diagnosis time.  The main objective of this work is to detect the cancerous lung nodules 
from a given input lung image and to predict the lung cancer using Deep Learning technique more 
efficiently than the existings. 

3.1.  Proposed methodology 
We will employ a two-step approach to preprocess our raw data and enhance its usability for further 
analysis: 

First, Histogram Equalization: We will utilize histogram equalization to enhance the contrast of our 
images. By spreading out the most frequent intensity values, histogram equalization effectively stretches 
the intensity range of the image, resulting in increased global contrast. This step is crucial for improving 
the overall quality and interpretability of our images, especially when the usable data is represented by 
closely clustered intensity values. Second, Threshold Segmentation: Following histogram equalization, 
we will perform threshold segmentation to further preprocess our images. Thresholding is a form of 
image segmentation where pixels are converted into a binary format, typically black and white. This 
conversion simplifies the image and facilitates the identification of areas of interest while disregarding 
irrelevant portions. By applying threshold segmentation, we aim to isolate and highlight specific regions 
within the images, making them more amenable to subsequent analysis and interpretation. By 
implementing this proposed methodology, we anticipate achieving significant improvements in the 
clarity, contrast, and interpretability of our raw data, thereby enhancing the efficacy of our subsequent 
analytical processes. 
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Figure 1. adenocarcinoma unprocessed image 

- The first subplot (`plt. subplot(1, 2, 1)`) displays the raw image fetched from a directory specified 
by `RAW_DIR`.  The image is loaded using OpenCV's `cv2. imread` function and is plotted using 
`plt.imshow`(figure 1). 

- The second subplot (`plt. subplot(1, 2, 2)`) displays the histogram-equalized image fetched from a 
directory specified by `DEST_DIR`.  Similar to the first subplot, the image is loaded and plotted. 

- `plt. suptitle('Unprocessed vs Processed image')` adds a super title to the overall figure, providing 
context for the comparison. 

- `plt.show()` displays the entire figure containing both subplots. 

3.2.  Data Pre-processing 
First, we load the enhanced data set from the specified directory. Data enhancement techniques include 
rotation, translation, cutting, flipping, etc. These operations help to increase the diversity and richness 
of the data, thereby improving the generalization ability and robustness of the model. Next, we resize 
the image to fit the input requirements of the model. After Resizing[11], we organize the images into 
batches, each containing a certain number of image samples. The image data, organized in batches, will 
be used to train and evaluate the model. During the training process, the model will take samples from 
the training data batch by batch and update the parameters according to the loss function. [12]During 
the evaluation process, the model will take samples from validation or test data batch by batch and 
calculate the performance of the evaluation metrics. This process is iterated until the model reaches the 
desired level of performance or the training reaches a specified number of rounds. 

During the training process, we use three callback functions to monitor the performance of the model 
and adjust the learning rate: 'ReduceLROnPlateau', 'ModelCheckpoint' and 'EarlyStopping'. These 
callback functions help to optimize the training process of the model and improve the performance and 
generalization ability of the model. First, the 'ReduceLROnPlateau' callback function monitors the loss 
value on the validation set and reduces the learning rate when the loss value stops improving. This helps 
the model to adjust the parameters more carefully, and improves the convergence speed and performance 
of the model during training. Second, the 'ModelCheckpoint' callback saves the best weights of the 
model at the end of each training cycle. This ensures that the best model parameters obtained during 
training are not lost, but are saved for later use. Finally, the 'EarlyStopping' callback monitors the 
performance of the model on the verification set and stops training if the model performance does not 
improve within a certain number of rounds. This helps to prevent overfitting of the model and improve 
the generalization ability of the model. After the training is completed, we evaluate the verification set 
and get the corresponding evaluation index. Based on the evaluation results, we can judge how well the 
model is trained and how well it performs on the new data. 

3.3.  Comparison between processed and unprocessed image 
The evaluation results of different models, including CNN, VGG16, VGG19, MOBILENET, ResNet50, 
Xception, and InceptionV3, have been collected and organized into a [13]DataFrame. This DataFrame 
contains various evaluation metrics such as Accuracy, Precision, Recall, AUC, and F1 score for each 
model. Each row in the DataFrame represents a different model, while each column represents a specific 
evaluation metric. The values in the DataFrame indicate the performance of each model on the 
corresponding metric(figure 2). 
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Figure 2. Comparison between processed and unprocessed image 

A bar plot is then generated to visualize and compare the performance of different models across the 
evaluation metrics. Each model is represented by a bar, and the height of the bar indicates the value of 
the corresponding metric. Different colors are used to distinguish between different evaluation metrics. 
This visualization allows for a quick comparison of the performance of different models across multiple 
evaluation metrics, providing insights into the strengths and weaknesses of each model. 

3.4.  Splitting the processed images 
Based on the methodology described, the proposed approach aims to enhance the quality and 
interpretability of lung images for more efficient lung cancer detection using deep learning techniques. 
The key steps involve histogram equalization and threshold segmentation to preprocess the raw data, 
followed by data pre-processing and model training using convolutional neural networks (CNNs). 
Additionally, callback functions are employed during the training process to optimize model 
performance and prevent overfitting. 

 
Figure 3. Histogram of training results 

Evaluation of the trained models, including CNN, [14]VGG16, VGG19, MOBILENET, ResNet50, 
Xception, and InceptionV3, revealed varying performance across different evaluation metrics. Among 
these models, VGG16, VGG19, and MOBILENET demonstrated high accuracy, precision, recall, AUC, 
and F1 scores, indicating their effectiveness in lung cancer detection(figure 3). However, the 
performance of CNN was comparatively lower across most metrics.The processed images exhibited 
clearer boundaries and enhanced contrast, leading to improved accuracy and reliability in lung cancer 
detection. 

4.  Conclusion 
In conclusion, the development of intelligent auxiliary diagnosis systems, fueled by advancements in 
artificial intelligence technology, represents a significant milestone in healthcare. These systems, adept 
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at disease screening, localization, and treatment planning, hold immense potential in improving 
diagnostic accuracy and efficiency.[15] As AI continues to evolve, it is imperative to foster collaboration 
between technology developers, healthcare providers, and policymakers to realize the full potential of 
AI-assisted diagnosis systems in improving global healthcare standards. In the realm of lung cancer 
diagnosis and treatment, AI-assisted integrated solutions offer a beacon of hope for early detection and 
personalized treatment. By leveraging deep learning algorithms and medical imaging data, these systems 
enable swift and accurate identification of pulmonary nodules, facilitating timely interventions and 
improved patient prognosis. As we embark on this journey towards AI-driven healthcare, collaboration, 
innovation, and regulatory support will be pivotal in realizing the transformative potential of AI-assisted 
diagnosis systems in combating lung cancer and advancing patient care. 
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