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Abstract. With the wide application of motor in industry, transportation, home appliances and 

other fields, the performance requirements of motor are getting higher and higher, in which the 

excitation current of constant speed AC motor is one of its important performance indicators. 

Although the traditional method based on physical model can calculate the motor excitation 

current accurately, it needs a lot of physical parameters and experimental data, which is 

expensive and difficult to popularize. Therefore, the research of predicting the excitation current 

of constant speed AC motor based on machine learning algorithm has important practical 

significance. Divide the data set into the training set and the test set in a 7:3 ratio. Decision tree 

regression model, Random forest regression model, adaboost regression model, Gradient lifting 

tree regression model, ExtraTrees regression model, CatBoost regression model and K nearest 

are used respectively neighbor regression model was trained and the evaluation indexes MSE, 

RMSE, MAE, MAPE and R2of the model were calculated. According to the results of model 

evaluation parameters, the Gradient lifting tree model had the best prediction effect, and its MSE 

reached 0.002. The adaboost model has the second best performance, and its MSE reaches 0.055. 

The performance of CatBoost, Decision tree and CatBoost is average, while the performance of 

K nearest neighbor is the worst, with an MSE of 33.205. This paper compares five different 

models and analyzes the reasons why they perform well. In practical application, it is necessary 

to select the appropriate model according to the specific problem, and adjust and optimize it to 

achieve better performance. 
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1.  Introduction 

With the wide application of motors in industry, transportation, home appliances and other fields, the 

requirements for motor performance are getting higher and higher, among which the excitation current 

of constant speed AC motor is one of its important performance indicators [1]. Although the traditional 

physical model-based method can accurately calculate the motor’s excitation current, it requires a large 

number of physical parameters and experimental data, which is costly and difficult to popularize [2]. 
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Therefore, the research of predicting the excitation current of constant speed AC motor based on 

machine learning algorithm has important practical significance. 

The machine learning algorithm can automatically learn the pattern and rule of the excitation current 

of constant speed AC motor by learning a large amount of data, so as to achieve the prediction of the 

excitation current [3,4]. For example, the constant speed AC motor excitation current prediction model 

based on support vector regression algorithm can make use of a large amount of historical data to 

establish a nonlinear regression model, so as to achieve the prediction of excitation current [5]. In 

addition, the constant speed AC motor excitation current prediction model based on neural network can 

automatically learn the nonlinear characteristics of the motor by learning a large amount of data, so as 

to achieve the prediction of excitation current [6]. In addition, there are also constant speed AC motor 

excitation current prediction models based on machine learning algorithms such as decision tree and 

random forest [7,8]. 

Some researchers conducted a research on the prediction of constant speed AC motor excitation 

current based on support vector regression algorithm. By collecting a large number of motor operation 

data and experimental data, a support vector regression model was established, and experimental 

verification and error analysis of the model were carried out. The results show that the model has high 

prediction accuracy and robustness. [9] In addition, other researchers have conducted research on the 

prediction of constant-speed AC motor’s excitation current based on neural network, established a multi-

layer perceptron model by collecting a large amount of motor operation data and experimental data, and 

conducted experimental verification and error analysis of the model. The results show that the model 

has high prediction accuracy and generalization ability [10]. 

Based on various machine learning algorithms for the excitation current of constant speed AC motor, 

this paper uses evaluation indexes to evaluate the prediction effect of each model. 

2.  Data set introduction 

This Synchronous motor data set: 

(http://archive.ics.uci.edu/dataset/607/synchronous+machine+data+set), ac SM is constant speed 

motor, this task is to create data sets of machine learning model to estimate the excitation current of the 

SM, The dataset consists of five features, They are Load current, Power factor, Power factor error, 

Change of excitation current of Synchronous motor and Synchronous motor excitation current, where 

Synchronous motor excitation current is the target variable, the synchronous motor dataset contains 471 

data.The result is shown in Table 1. 

Table 1. Data set introduction. 

Load 

current 

Power 

factor 

Power factor 

error 

Change of excitation current 

of synchronous motor 

Synchronous motor 

excitation current 

1 66 34 397 577 

1 68 32 414 594 

1 7 3 442 622 

1 72 28 369 549 

1 74 26 385 565 

1 76 24 31 49 

1 78 22 325 505 

1 8 2 349 529 

1 82 18 27 45 
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3.  Various machine learning algorithms 

In the field of machine learning, Decision tree regression model, Random forest regression model, 

adaboost regression model, Gradient lifting tree regression model, ExtraTrees regression model, 

CatBoost regression model and K nearest neighbo r regression models are common regression models. 

3.1.  Decision tree regression model 

A decision tree regression model is a tree-based model that predicts results by splitting data. Each node 

of the decision tree represents a feature, each branch represents a value of this feature, and the final leaf 

node represents the prediction result. The decision tree model can handle both discrete and continuous 

features, and it performs well in processing high-dimensional data. The disadvantage of decision tree 

model is that it is easy to overfit, and pruning operations are needed to improve the generalization ability 

of the model. 

3.2.  Random forest regression model 

Random forest regression model is a model based on ensemble learning, which improves the accuracy 

of the model by combining multiple decision trees. Each decision tree is built based on different samples 

and features, so each tree is independent. When forecasting, the random forest model averages or votes 

on the predicted results of each decision tree to get the final predicted result. The random forest model 

can handle high-dimensional data and missing values, and it performs well when dealing with complex 

data. 

3.3.  Adaboost regression model 

The adaboost regression model is an ensemble learning method that builds multiple weak classifiers by 

constantly adjusting sample weights and combining them into one strong classifier. In each iteration, the 

adaboost model adjusts the sample weights according to the classification results of the previous round, 

so that the sample weights of the classification errors are higher. It then builds new weak classifiers 

based on the adjusted sample weights. The final prediction is the weighted sum of all the weak classifiers. 

adaboost model is suitable for processing high-dimensional data and complex data, but it is sensitive to 

noisy data. 

3.4.  Gradient lifting tree regression model 

The gradient lift tree regression model is also a model based on ensemble learning, which improves the 

accuracy of the model by combining multiple decision trees. Different from random forests, the gradient 

tree model builds multiple decision trees iteratively. In each iteration, the model builds a new decision 

tree based on the residuals from the previous round. The final prediction is the weighted sum of all 

decision trees. The gradient lifting tree model can deal with high dimensional data and complex data, 

and it performs well in nonlinear data processing. 

3.5.  ExtraTrees regression model 

The ExtraTrees regression model is also a model based on ensemble learning, which is similar to the 

random forest model, but uses more randomness in building the decision tree. At each node, the 

ExtraTrees model randomly selects some features for segmentation, rather than selecting the optimal 

feature. This method can effectively reduce the variance of the model and improve the generalization 

ability of the model. The ExtraTrees model can handle high-dimensional data and missing values, and 

it performs well when dealing with noisy data. 

3.6.  CatBoost regression model 

The CatBoost regression model is a gradient lift tree model that automatically handles classification 

features and missing values and performs well when dealing with large data. Unlike other gradient lift 

tree models, the CatBoost model uses a special optimization method that reduces the risk of overfitting 
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the model. CatBoost model can handle high-dimensional data and complex data, and it performs well 

when dealing with nonlinear data. 

3.7.  K nearest neighbor regression model 

K nearest neighbor regression model is a distance-based model that performs classification or regression 

by calculating the distance between samples. When predicting, the model selects the K training samples 

that are closest to the test sample and uses their labels or values to predict the labels or values of the test 

sample. The K nearest neighbor model is suitable for processing high-dimensional and complex data, 

but more data is needed to achieve better performance. 

To sum up, Decision tree regression model, Random forest regression model, adaboost regression 

model, Gradient lifting tree regression model, ExtraTrees regression model, CatBoost regression model 

and K nearest neighbo r regression models have their own characteristics and application scenarios, we 

need to choose the right model according to the specific problems. 

4.  Machine learning results analysis 

Divide the data set into the training set and the test set in a 7:3 ratio. Decision tree regression model, 

Random forest regression model, adaboost regression model, Gradient lifting tree regression model, 

ExtraTrees regression model, CatBoost regression model and K nearest are used respectively neighbor 

regression model was trained, and evaluation indexes MSE, RMSE, MAE, MAPE and R² of the model 

were calculated. The calculation results were shown in Figure 1 and Figure 2: 

 

Figure 1. MAE. (Photo credit : Original) 

Table 2. Machine learning results. 

 MSE RMSE MAE MAPE R² 

Decision tree 11.182 3.344 2.737 1.258 1 

Random forest 18.806 4.337 1.782 1.301 1 

adaboost 0.055 0.234 0.036 0.016 1 

Gradient lifting tree 0.002 0.006 0.005 0.005 1 

ExtraTrees 8.929 2.988 1.425 1.236 1 

CatBoost 12.799 3.578 2.879 1.686 1 

K nearest neighbor 33.205 5.762 2.836 1.963 0.999 
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Figure 2. Machine learning results. (Photo credit : Original) 

According to the results of model evaluation parameters, the best prediction effect is Gradient lifting 

tree model, whose MSE reaches 0.002. The adaboost model has the second best performance, and its 

MSE reaches 0.055. The performance of CatBoost, Decision tree and CatBoost is average, while the 

performance of K nearest neighbor is the worst, with an MSE of 33.205. 

5.  Conclusion 

In the field of machine learning, choosing the right model is critical to the performance of the model. 

Here, this paper compares five different models: Gradient lifting tree model, adaboost model, CatBoost 

model, Decision tree model and K nearest neighbor model. As can be seen from the parameter results 

of model evaluation, the Gradient lifting tree model performs best, followed by the adaboost model, and 

the K nearest neighbor model performs worst. 

The Gradient lifting tree model is an ensemble learning method that improves the accuracy of the 

model by combining multiple decision trees. Each decision tree is built based on the error of the previous 

tree, so each tree improves on the previous tree, resulting in a more accurate model. In contrast, the 

adaboost model is also an ensemble learning method, but its thinking is different from the Gradient 

lifting tree model. The adaboost model builds multiple weak classifiers by constantly adjusting the 

sample weights and combining them into one strong classifier. This method can effectively improve the 

accuracy of the model, especially when dealing with complex data. 

The CatBoost model is a gradient lift tree model that automatically handles classification features 

and missing values and performs well when dealing with large data. The Decision tree model is a tree-

based model that can predict the result by dividing the data. K nearest neighbor model is a distance-

based model, which calculates the distance between samples to perform classification or regression. All 

three of these models are common machine learning models, but their performance is relatively 

mediocre, probably because they don’t handle complex data well or require more data to perform better. 

Gradient lifting tree model and adaboost model are both models based on ensemble learning method, 

which can effectively improve the accuracy of the models. Both of these models are more suitable for 

dealing with complex data, so they perform better on this dataset. In contrast, CatBoost, Decision tree, 

and K nearest neighbor models perform relatively poorly when dealing with complex data, probably 
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because they don’t handle this type of data well. In addition, the K nearest neighbor model requires more 

data to perform better, and the amount of data on this dataset may not be large enough. 

In summary, choosing the right machine learning model is critical to the accuracy of the model. Here, 

we compare five different models and analyze why they perform well. In practical application, it is 

necessary to select the appropriate model according to the specific problem, and adjust and optimize it 

to achieve better performance. 
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