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Abstract. The burgeoning adoption of new energy vehicles has precipitated a surge in advanced 

vehicular assistant technologies, encompassing systems such as assisted driving and parking. 

The efficacy of these technologies hinges critically on the selection of suitable image sensors, 

which are integral to fulfilling the stringent image quality requisites necessary for the 

implementation of these technologies. Predominantly, these assistant systems are reliant on 

sophisticated image processing techniques, necessitating high-quality images as a fundamental 

input for efficacious analysis and recognition. Currently, the Complementary Metal-Oxide-

Semiconductor (CMOS) image sensor is predominantly employed in vehicular systems, a choice 

underpinned by its advantageous attributes such as resistance to interference, cost-effectiveness, 

and high degree of integration. This paper aims to elucidate the developmental trajectory and 

fundamental principles of CMOS technology and its application in image sensors. It delves into 

an analysis of the salient features of CMOS image sensors, especially in their application to 

parking assistance, autonomous driving support, and fatigue detection systems. Conclusively, 

the paper offers an exhaustive overview of the current state of CMOS image sensor development, 

alongside a projection of future trends and an exploration of the challenges that must be 

surmounted to advance this field further. 
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1.  Introduction 

After Entering the 21st century, the performance of CIS has gradually reached and surpassed that of 

CCD due to the rapid development of CMOS process technology. In Recent decades, CMOS image 

sensor (CIS) has gradually replaced CCD and become the mainstream sensor in the market. With the 

rapid rise of the new energy vehicle industry in recent years, technologies such as Visual recognition 

and automatic driving (ADAS), auxiliary parking system, fatigue detection and other auxiliary driving 

technologies for new energy vehicles have also begun to develop synchronously [1]. New energy vehicle 

manufacturers urgently need an image sensor that meets the vehicle conditions. The characteristics and 

low cost of CMOS image sensor perfectly meet the technical and market requirements. On-board CMOS 

image sensors have entered a period of rapid development.  

In this paper, the basic theory and characteristics of CMOS transistor are discussed first, and then the 

structure, characteristics and operation principle of CMOS image sensor using CMOS transistor as an 
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important element are discussed. Three aspects of automatic parking technology, automatic assistant 

driving technology and fatigue test are discussed. 

2.  Basic principle of CMOS technology and CMOS image sensor 

2.1.  Basic theory and structure 

Complementary Metal-Oxide-Semiconductor, a term originally describing a specific technology but 

now broadly applied to a variety of chips manufactured using this process. At its core, a CMOS circuit 

comprises insulated field-effect transistors. These circuits are unipolar due to the singular type of carrier 

involved, primarily consisting of an N-channel and a P-channel MOSFET (Metal-Oxide-Semiconductor 

Field-Effect Transistor). This setup is illustrated in figure 1.  

 

Figure 1. Basic CMOS structure [1] 

The operational principle of CMOS technology hinges on the differing polarities of the two gates’ 

working voltages. By connecting the gates of both transistors as the input and their drains as the output, 

a complementary working state is achieved where each transistor effectively serves as a load for the 

other. When the low level (Vin = Vss) is inputted, the PMOS tube is conducted, the Nmos tube is cut 

off, and the high level is outputted. When the high level (Vin = VDD) is inputted, the PMOS tube is cut 

off, the Nmos tube is conducted, and the low level is outputted, thereby achieving the effect of an inverter. 

2.2.  Basic analysis of CMOS image sensor 

CMOS image sensor is mainly composed of CMOS image sensor (CIS), which is mainly composed of 

pixels composed of photosensitive elements, microlenses and microelectronic elements, lead bonds, 

packages and cover glasses [2]. As shown in figure 2 is an ADC-based image sensor structure. 

 

Figure 2. Basic structure of CMOS image sensor [2] 
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The core of the image sensor is the pixel array, which is composed of photodiodes that can produce 

photoelectric effect. The principle is that when photons of a certain frequency shine on an object, they 

will excite electrons to produce current, and the photodiode can store the excited current in the pixel. As 

shown in the figure 2, when the device starts to work, First, the pixel part will be reset and exposed by 

Row Logic [3]. After exposure, the whole row will be gated by Row Logic to connect its output to the 

readout circuit. There will also be a PLL (Phase Locked Loops) in the CMOS imager to generate the on-

chip clock; The SPI generates high and low levels to ensure that the control module conforms to the 

appropriate working mode. The Control Logic is used to generate the periodic timing signals in the chip, 

which are mainly provided to the Row logic and the readout circuit to ensure that each module works 

together directly. Bias generation module Bias is used to provide bias current for each analogy module. 

2.3.  Characteristic 

The main advantages of CMOS image sensors are:1. Low power consumption: Compared to CCDs, 

CMOS requires lower signal bandwidth because each pixel point has a corresponding signal amplifier.2. 

Cheaper production compared to CCDs: CMOS image sensors are made based on the widely used 

CMOS technology in the chip field, which has mature technology and a well-established industrial 

chain.3. On-chip functionality and compatibility with standard CMOS technology: The use of CMOS 

technology allows devices such as virtual signal processing units and A/D converters to be integrated 

into the same chip, making it possible for chip-level cameras. This allows the overall size of the camera 

to be reduced.4. Higher processing speed than CCDs: Unlike CCDs, which can only output programs 

one by one, CMOS has the ability to randomly output, and the output results can be displayed on a sub-

screen. Additionally, due to the multiple digital signal conversion channels, the output speed of CMOS 

is also faster. However, CMOS also has many drawbacks. 

The biggest drawback of CMOS is that noise has a significant impact on image quality. Because the 

internal components of CMOS are highly integrated and the distance between each component is very 

small, interference is severe. Therefore, when producing high-density high-quality images, CMOS may 

not be as good as CCDs [4]. 

2.4.  History of development 

In 1963, Morrison published the computable sensor, which became the beginning of. In 1963, Morrison 

published the computable sensor, which became the beginning of the development of CMOS image 

sensors. In 1969, Boyle and Smith from Bell Labs successfully invented CCD and proposed its potential 

applications in imaging. In the 1960s, research on image sensors based on metal oxide semiconductor 

also began to emerge, but it was not widely used due to immature noise reduction technology at that 

time. After the 1970s, CCD image sensing technology gradually matured and quickly became the 

mainstream in the market. In the late 1970s and early 1980s, Hitachi and Matsushita jointly devoted 

themselves to developing MOS sensors and started to develop portable imaging devices based on this. 

In 1985, Hitachi proposed the first method of combining CCD and CMOS, which became an important 

step in the development of CMOS image sensors. In 1995, Fossum invented the active pixel structure 

of CMOS image sensors and key technologies such as integrated on-chip timing and correlated double 

sampling, since then, CMOS image sensors have entered a stage of rapid development [5]. Since the 

21st century, CMOS image sensors have gradually replaced CCD sensors in the market and become the 

mainstream in portable photography device sensors. 

3.  Analysis of CMOS characteristics applied in new energy field  

3.1.  Parking assistance system 

The systems on the market are mainly divided into two types. The first type is based on setting video 

sensors and CMOS image sensors around the vehicle as shown in Figure 3.  
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Figure 3. Panoramic visual auxiliary parking system, from Zhao Kai. Research on Panoramic 

Visualization for Assisted Parking Systems. Hefei University of Technology, 2011. 

To obtain the surrounding environment images, which can intuitively display the real-time situation 

around the vehicle. Drivers can avoid collisions and unnecessary casualties by using this image. The 

second type, as shown in Figure 4. 

 

Figure 4. Reversing image monitoring system, from Zhao Kai. Research on Panoramic Visualization 

for Assisted Parking Systems. Hefei University of Technology, 2011. 

It is to set a wide-angle camera at the back of the vehicle to assist drivers in safely parking by 

providing real-time images of the rear of the vehicle [6]. New energy vehicles mostly use the first type 

or a combination of both. 

On-board image sensors are very demanding. In order to meet these requirements, Zhang Baolong 

proposed some optimization and processing schemes in his Design of Vehicle High-Definition 

Panoramic Imaging System Based on CMOS Image Sensor. First of all, for the vehicle electronic system, 

CIS not only needs to meet the requirements of EMC test and stability, but also needs to meet the 

requirements of small size and low power consumption. This makes the vehicle-mounted CMOS image 

sensor have good integration, including photosensitive element array, driving circuit, signal processing 

circuit, A/D converter and interface circuit. In order to meet the needs of high-definition panoramic 

imaging, he optimized and processed the selection of crystal oscillator, power supply, chip and passive 

devices. He chose Si Time’s 24MHz active crystal oscillator with better stability as the clock source for 

data transmission. To guarantee the power supply’s stability and minimize the impact of electromagnetic 

interference on the circuit system, he used a double π-type low-pass filter design in the power supply 

interface. In addition, he also uses a two-stage power supply design, the first stage uses T1’s LMR14203 

vehicle-mounted power supply chip, and the second stage uses a 4-channel low dropout linear regulator 

chip. He also selected LDO chip TLV70033 to supply power to AVDD, TLV70018 to supply power to 

DS90UB913a, and TPS73615 to supply voltage to DVDD to ensure that the overall power supply system 
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can meet the power consumption requirements of the imaging circuit. In addition to the basic circuit 

design, he also proposed that the CIS should be placed on the back of the PCB board to keep the traces 

as short as possible and reduce the interference of power ripple signals on CMOS imaging [7]. 

3.2.  Visual recognition and automatic driving (ADAS) 

CMOS image sensor plays an important role in ADAS. Although many ADAS use radar as the main 

detection means at present, radar detectors for the purpose of pedestrian detection, speed detection, road 

line detection, traffic signal detection and so on may not be able to detect well. For instance, the low 

wave reflection of pedestrians makes it difficult for radar to detect accurately [8]. The use of a variety 

of detection devices paired with each other to make up for the shortcomings is a necessary condition to 

achieve accurate identification of the driving environment. In order to meet the requirements of ADAS 

systems, CMOS sensors have different requirements. Isao Takayanagi, Rihito Kuroda, HDR CMOS 

Image Sensors for Automotive Applications It is mentioned that the sensing range of the sensor is 

defined between the highest available exposure and the lowest available exposure as shown in the figure 

5. 

 

Figure 5. Output curves for different exposures [8] 

In this article, unless otherwise specified, the intrascene DR in Fig. 1(b) will be used for discussions. 

Therefore, max DR is defined as the ratio of the saturation exposure EMAX to the noise equivalent 

exposure EMIN within an image, as follows: 

DR =20 log (Emax/Emin)                                                    (1) 

Figure 6 shows the scattered intensity of light in a town, expressed in units of CD/m2 as measured 

from different surfaces. The authors measured about 2000 CD/m2 for an LED traffic light, Pedestrians 

on the roadside are 1-10 CD/m2 [9]. For this reason, the detector needs a clear boundary to remove 

background interference and pedestrians. In order to find a suitable boundary, the author introduces the 

minimum SNR to determine the desired boundary. In general, The SNR of the portrait input is about 4-

5. While the surface brightness on the street is about 1 E − RMS or lower.  

 

Figure 6. Schematic diagram of the reflection intensity of a small town in a dark environment [9] 
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In analysing the effects of photon shot noise and dark random noise on the inherent Dynamic Range 

(DR) of image sensors, an added DR of 24 to 28 dB becomes essential for distinguishing darker objects. 

Image sensors typically exhibit a base level of dark random noise. However, the application of machine 

learning for object detection can allow for a reduction in the threshold DR to 20 dB. For instance, as 

depicted in Figure 6, the minimal DR needed to concurrently identify LED signs and pedestrians on a 

sidewalk approximates 86 dB (66 dB + 20 dB). Additionally, for scenarios involving both LED traffic 

lights and individuals in dimly lit streets, the DR requirement is estimated to be around 120 dB. 

Moreover, the second author suggests setting the pixel size to 3 micrometers, based on the exposure 

Emin calculation formula. They also highlight the influence of LED Flicker Mitigation on sensor input 

quality. A strategy to counter this involves employing sensitive gate control, which divides the 

integration time into multiple sub-exposures and allocates pulsed sub-exposure durations across the 

frame period. This approach significantly reduces the likelihood of missing LED pulses. 

3.3.  Fatigue detection 

Machine vision is one of the important technologies of vehicle fatigue detection, which has a wide range 

of applications. Its process is mainly as follows: first, image acquisition and image preprocessing, then 

face recognition and feature extraction at the software level, and finally, fatigue assessment and early 

warning are made by using the extracted values. In addition, the current mainstream imaging images are 

RGB images and infrared thermal images. The former has a good imaging effect on facial details, facial 

expressions, eye parts and other facial features, while the latter has a good detection effect on such 

features as yawning, skin temperature detection and breathing [10]. This paper mainly discusses the 

image acquisition, such as Xu Xiaopeng in the “Requirements for Image Sensors. Driver Fatigue 

Detection Method Based on Machine Vision” proposed that when choosing CCD or CMOS as the 

vehicle sensor, we should use CMOS sensor, because although CCD has better imaging effect at present 

[11]. However, its high energy consumption and large volume cannot meet the needs of the vehicle. The 

high integration and low energy consumption of CMOS sensors are fully in line. In addition, the high 

price of CCD is certainly not in line with the needs of the automotive industry. Among them, I think the 

high integration of CMOS sensors is an important reason why it is widely used in the automotive field. 

In the Design of Fatigue Driving Detection System Based on Improved PERCLOS, it is mentioned that 

the whole fatigue driving detection system is composed of on-board system, cloud server and remote 

terminal, in which the on-board system is composed of master control, CMOS camera, grip detection 

circuit and accelerometer. Combined with the above discussion of image requirements, image sensors 

must be highly integrated to meet the requirements of the vehicle and at the same time maintain good 

anti-interference ability. To sum up, I think CMOS image sensors with anti-interference, high integration 

and low cost are the first choice of sensors in fatigue driving technology. 

4.  Conclusion 

This paper describes the practical application of CMOS image sensor in the field of new energy vehicles, 

aiming to show that CMOS image sensor has a wide range of applications and research significance in 

the field of new energy vehicles. At present, the new energy automobile industry is in the stage of rapid 

development, and the new driving technologies brought by it, such as automatic driving, need low-cost 

CMOS image sensors with better portability and high sensitivity. Therefore, in the next decade, CMOS 

image sensors will develop in the direction of high integration, high sensitivity, high anti-interference 

and high durability. At present, CMOS image sensors on the market still have many limitations, such as 

the high cost and subsequent difficult maintenance problems caused by the selection of high-sensitivity 

sensors to achieve accurate identification of the surrounding conditions of vehicles, and due to the 

complex road conditions and environments, low visibility and other environments that interfere with 

image transmission are often encountered. This is a great challenge for CMOS image sensors which 

have relatively weak anti-interference ability. To sum up, I think the analysis of CMOS image sensors 

used in the main vehicle technology in this paper has a certain reference significance for the future 

development direction of CMOS image sensors.  
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