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Abstract. Autonomous driving and image recognition are the hot directions of Internet devel-

opment nowadays. In self-driving cars it is necessary to capture traffic signs in front of the ve-

hicle by cameras. To ensure that the information of image recognition is correct, a set of image 

classification models with high accuracy should be used to classify the recognized objects in 

order to determine the next instruction of vehicle operation. There were many achievements in 

the research work of traffic sign recognition, but there are still some shortcomings. By combin-

ing CNN and random forests with PT module (a module that can improve the accuracy of fea-

ture extraction), we finally came up with a classification model that can efficiently place the 

received traffic sign images into a specified category, which we obtained 97% accuracy on the 

GTSRB dataset, which is much more accurate than traditional neural network methods or re-

gression methods. We have also evaluated it on other datasets and the results obtained are more 

promising. 

Keywords: Deep learning, Convolutional neural networks, Random Forests, Hyperpa-

rameter optimization, and image classification 

1.  Introduction 

Autonomous driving technology is divided into 3 core processes in terms of business processes, which 

are environment-aware localization, decision planning, and execution control.  The specific values of 

these 3 core processes are as follows: 

1）Environmental awareness and positioning: mainly through sensor technology and camera, GPS 

and other technologies to obtain the environmental indicators of the car driving process, and the data 

will be collected.  2)  Decision planning:  through the collected data, to make judgments   and   guid-
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ance   on   the   next   behavior   of the vehicle.   3)   Implementation   of decision-making: most of the 

vehicles are currently using wire control design, how to make decisions through signal commands to 

control the car's throttle, brake, etc. Related Systems 

This paper will focus on studying the algorithm for capturing and classifying traffic signs in envi-

ronment awareness and being able to match well  on  our  classification  model  after the camera cap-

tures the image. The main techniques used in this are deep learning and random forest. 

Deep learning has also become increasingly widespread and its applications in various fields are 

becoming more and more widespread. neural networks have been used in applications including auto-

mation, gaming, and recommendation systems have far surpassed support vector machines and linear 

regression. At the same time, there have been significant advances in the hardware conditions that 

support the discipline, with the creation of new GPUs such as the RTX series of graphics cards that 

support ray tracing, and DLSS systems for optimizing the frame rate of highly detailed image video. 

2.  Research motivation and guidance 

Since the second half of 2018, phenomenal events in the global autonomous driving industry have 

occurred frequently, and the prologue of commercialization has been kicked off . Autonomous 

driving can be applied not only to traffic and transportation, but also to logistics and transporta-

tion, urban planning, etc.  It will produce fundamental innovation.  Today, the problem of auton-

omous driving is mainly focused on behavior prediction, path planning and image segmentation. 

At this point, we need the car itself to "actively learn" how to drive. The most fundamental of 

these is the ability for the car to "see" what is in front of it. In Wenhui Li et al. used a branch-

ing asymmetric neural network structure and achieved 94% accuracy in GTSRB [1]. 95.7% 

accuracy was achieved by Ayoub ELLAHYANI et al. using random forest with SVM [2]. Based 

on their research results, this paper decided to combine CNN with RF and optimize the speed and 

accuracy of the operation by changing the structure of CNN. 

3.  Specific method analysis 

3.1.  Feature extraction 

Feature extraction and matching is an important task in many computer vision applications and is 

widely used in areas such as motion structure, image retrieval, and target detection. Feature ex-

traction and matching consists of three steps: keypoint detection, keypoint feature description and 

keypoint matching. Main components of feature extraction and matching: 

1) detection: identification of points of interest 

2) Description: Describes the local appearance around each feature point, which is constant regard-

less of color, transformation, size, resolution (ideally).  This paper usually provides a vector of de-

scriptors for each feature point. 

3) Mataching: Identify similar features by comparing descriptors in an image. For two images, the 

result can get a set of pairs (Xi,Yi)->(Xi', Yi') , where (Xi,Yi) is a feature of one image and (Xi'  , Yi) 

is a feature of the other image, because neural networks are very good at feature extraction and other 

aspects have very significant results, so this paper focuses on the use of CNNs to extract the features 

of traffic signals. 

Since the advent of AlexNet [3], the growth of CNNs has swept the entire computer landscape. Not 

only does it provide   an   end-to-end processing approach, but it also   significantly outperforms the 

accuracy of our eyes. To be able to apply our model to vehicles, this work first compared the overhead 

of several classical CNNs and decided to improve on the Inception module. 

Since AlexNet won the ILSVRC  2012 ImageNet image classification competition [3], the convo-

lutional neural network (CNN) boom has swept the entire computer vision field. It not only provides 

an end-to-end processing approach, but also significantly refreshes the accuracy of each image compe-

tition task, and even surpasses the accuracy of the human eye. To be able to apply our model in vehi-
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cles, this work first compared the overhead of several classical CNNs and decided to improve on 

GoogleNet. 

In the VGG network [4] its network structure is similar to ALEXNET, which is to continuously 

stack convolutional and pooling layers (from bottom to top), VGG proposes a new idea: namely, 

chunking.  The convolutional layers are  divided  into  individual  Vgg_blocks,  and  then  a Vggstack 

function is defined for stacking. In the subsequent GoogleNet and its various versions, Google re-

searchers proposed a network structure that used a very efficient inception module to obtain a deeper 

network structure than VGG, but with fewer parameters than VGG, because it removed the fully con-

nected layer at the back and also used a four-way parallel structure, so the parameters were greatly 

reduced, while having very high computational efficiency. The four parallel lines of an inception 

module are shown on the right The features obtained by the four parallel lines are stitched together in 

the dimension of channel [5].     In Table 1, this paper summarizes the parameters of the three models: 

Table 1. Comparison of the three convolutional neural network models. 

Model Model Size (MB) Million
 

Mult-Adds 

Million Parameters 

AlexNet[1] 200 720 60 

VGG[2] 500 15300 138 

GoogleNet[3] 50 1550 6.8 

Table 1 shows the universities, the number of parameters and the number of Mult-Adds of the three 

convolutional neural networks under our comparison. 

The efficiency and speed of the network has been greatly improved based on the previous CNN. How-

ever, as the CNN is gradually expanded (deepened), it is found that when the number of model layers 

increases to a certain level, the effectiveness of the model will decrease instead of increase. In other 

words, degradation of the deep model occurs. Because when we stack a model, it is logical to assume 

that the effect will get better and better. However, in fact, this is the problem.  "Doing nothing" hap-

pens to be one of the hardest things to do with current neural networks. To solve this problem, Kaim-

ing He et al. proposed ResNet, a model whose original purpose was to make the internal structure of 

the model at least capable of constant mapping to ensure that the network does not degrade at least by 

continuing to stack as it is stacked [6]. In this paper, the Inception module is improved by adding an 

asymmetric convolution operation and a residual operation in order to be able to extract the most com-

plete features of the image from different directions. 

3.2.  RF 

For integrated learning, we know that it is by building and combining multiple learators for 

learning tasks.How  to  produce  a  "good  and  different"  individual  learner  is  at  the  core  of 

integrated  learning  research.In  general,  integrated  learning  can  be  divided  into  two  major 

categories:  Serial  integration  methods,  which  generate  the  underlying  models  serially  (e.g., 

AdaBoost  [7]).  The basic  motivation  for  serial  integration  is  to  exploit  the  dependencies 

between the underlying models. The performance is improved by giving a larger weight to the 

misclassified samples. Parallel integration methods, which generate the underlying models in 

parallel (e.g., Random Forest [8]). The basic motivation for parallel integration is to exploit the 

independence of the underlying models, since the error can be reduced to a greater extent by 

averaging. “Feature bagging” is done during the learning process in choosing the random subsetof 

that feature. These features will be selected in many trees will become interrelated if one or more 

of the features are strong predictors [9]. 
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This paper use the random forest algorithm. As its name suggests, a random forest is a forest in 

which many decision trees are integrated and combined to predict the final outcome, and in a random 

forest, each tree model is bagged and sampled for training. Also, features are randomly selected, and 

finally for the trained trees are also randomly selected. The result of this treatment is that the bias of 

the random forest increases very little, and the variance is reduced due to the averaging of the weakly 

correlated tree models, resulting in a model with small variance and small bias. Since the random for-

est can perform well on the dataset, the introduction of two randomnesses makes the random forest not 

easy to fall into overfitting, and it can detect the mutual influence between FEATURES during the 

training process. In selecting hyperparameters for random forest algorism, random search outperforms 

over grid search to minimize the time needed to find models that are good, reaching optimization. The 

Gaussian process analysis from hyperparameters to validation set performance  shows that only some 

hyperparameters really matter  for  most  datasets,  but  not  too  few  for  practical  applications,  be-

cause  different hyperparameters have their own uses. [ 10]. 

 
Figure 1. A common RF structure[11] 

Figure 1 is the general random forest structure used in most papers 

3.3.  Overall structure and data processing 

3.3.1.  Preparation. At the beginning of the code, first let the device can run old version Ten-

sorflow code. Then choose and monitor the GPU the training process used. Them set the size 

and label of images. Set the input size 48, the root direction of the data, the characteris tic num-

ber of target label for example ”00000”. Then set the data set, and read each of the image then 

see which folder this image belongs. Since the images are all RGB type, changing them to gray-

scale. After setting the data set, shuffle the training data. Then set the feature list X and label 

list Y from the training data. Store the data as float32 because float64 is too large to store so 

many data. Then split X and Y into train and test set. This paper use three popular standards to 

evaluate the structure. 

3.3.2.  Enhanced CNN Model. This paper adds a feature extraction structure (PT-Structure) for 

traffic signatures to improve the original one. It initially has a 5*5 convolution as the first layer 

of feature input, and extracts the horizontal and vertical  features through  the  convolution  ker-

nel  of 1  multiplied by  5  and  5 multiplied by 1, and merge them together. Apart from this 

asymmetric convolution, it also has 5 multiplied by 5 convolution to extract the main feature of 

the image.And it also has some  1 multiplied by 1 which can reduce parameters and increase the 

depth of the network. 
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Explain the PT-structure with inputting 43 feature maps.  Split the 43 feature maps into four 

branches a, b, c and d respectively (5 multiplied by 5 is called a branch, 1 multiplied by 5 is called b 

branch, and 5 multiplied by 1 is called c branch and another 5 multiplied by 5 is called d branch), this 

paper sets the number of a branch output channels to 10, the number of b branch output channels to  

15, the number of c branch output channels to  15, and the number of d branch output channels to  10. 

The branches are independent convolution, The feature can be extracted more diversely. 

 

Figure 2. PT structure 

Figure 2 is our own neural network structure is built to satisfy both feature extraction and parame-

ter optimization by multi-branching and dimensionality reduction methods 

This paper also adds residual structure between layers to extract the largest feature to avoid the 

vanishing gradient problem. There is batch normalization between each convolution to speed upcom-

pared with the only linear convolution. This paper make a reference (X) input to each layer easier to 

optimize  and  can  greatly  deepen  the  number  of network  layers.  For our residual structure, the Wi 

represents the weight of the layer i ，   where σ represents the non nonlinear 

function ReLU.  

 F =  wi + 1 σ(wix)                                  (1) 

Then the output y is obtained by a shortcut, and a 2nd ReLU 

 y  = F(x, {wi })＋x                                  (2) 

For our model, x is enough to require another dimension transformation. 
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Figure 3. Whole structure 

Figure 3 is the main neural network architecture used in this paper, including the superposition of 

several neural network layers and the residual structure. 

3.3.3.  Random Forest. After the CNN this paper use random forest to replace full -connected 

layers. First fit the CNN model, then pick the fully-connected layer just above the softmax. 

Then fit the extracted features with the labels to random forest. The random search has been 

used for cross validation. First combine the training and testing data for cross validation, then 

set estimators randomly for the number of sub-tree, the number of trees in random forest, the 

max depth for every tree, and the search grid. Then it shows the result. 

4.  Benchmarks, evaluation and databases 

This paper used the German GTSRB dataset, and in addition to the original data, we also added 

additional noise to the dataset, such as rotating the images, changing their contrast, and adding 

noise points. In addition, the work also added some images of US traffic signals and Chinese 

traffic signals to make the set more diverse in features. 

This paper also compare the performance of our algorithm with linear regression, general neural 

network, convolutional neural network-only method, and random forest-only method on this dataset, 

and finally we find that our algorithm has better generalization and can achieve more than 97% accu-

racy in a shorter time. 
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Table.2 Comparison results of various algorithms. 

Model name Accuracy Training time 

Linear Regression 67 3% 30min 

NN 91% 1.5h 

CNN 94% 2h 

CNN(PT) 97.4% 1.5h 

CNN(PT)+RF 97.9% 1.5h 

CNN(PT)+RF+Resid

ual 

98.2% 1h 

Table 2 is the result of this article by comparing different methods. 

5.  Conclusion and future work 

In this project, there are still some problems need to be overcome. The first is the problem of 

database. The pictures in there have low resolution and inconspicuous feature points, so the 

accuracy will be impacted. Also these pictures have high similarity which will lead to the training 

set shows great; however, the performance of test set be weak. The second problem is about the 

running time. This project takes an hour to run. So the parameter will be adjusted and the Bayesi-

an Optimization will be added into this project in the future. These improvements will enhance 

the project. In this project many of the structures were used such as the 3-layer CNN, the Ran-

dom Forest, the Paratroopers-Structure, and the Residual. Each of structure shows great accuracy, 

but the highest is the combination of the Paratrooper-structure, the Residual and the Random For-

est which have the accuracy of 98.3%. Finally in this project, the combination of CNN and ran-

dom forest has stronger generalization ability in the realization of image recognition. Then, the 

structure defined by us can effectively extract both horizontal and vertical features, thus achieving 

high accuracy. Also, by   adding multiple fully connected layers and dropout operations at the 

end, and that can reduce the number of output parameters while ensuring that the output features 

will not decay. 
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