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Abstract. A data warehouse, which stores data after it has been extracted, processed, and 

organized into files and folders, is a cloud data warehousing solution for storing structured data 

from one or more sources. When data is stored in an organized format within files and folders, 

it becomes easily accessible and facilitates strategic, data-driven decision-making. This paper 

introduces the importance of cloud data warehousing in medical information management and 

discusses its application in a disease prediction model. By analyzing medical data and 

constructing predictive models, it can assist medical decision-makers in taking timely actions to 

enhance the quality and efficiency of medical services, providing patients with more 

personalized treatment plans. 
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1.  Introduction 

In the medical field, the application of cloud data warehouse is gradually becoming an important part of 

medical information management. With the rapid growth of medical data, traditional data storage and 

management methods have been unable to meet the needs of medical institutions and research 

institutions for data processing and analysis. [1]The cloud data warehouse is one of the preferred 

solutions in the medical field due to its flexibility, cost effectiveness and security. The flexibility and 

scalability of cloud data warehouses brings unprecedented convenience to healthcare organizations. The 

growth rate of medical data is often uncertain, and there can sometimes be sudden spikes. Traditional 

data warehouses often need to plan hardware equipment and storage space in advance, while cloud data 

warehouses can dynamically adjust resources according to actual needs, ensuring that medical 

institutions can process and store massive data in a timely manner without worrying about the lack or 

waste of resources. 

In addition, cloud data warehousing can bring significant cost benefits. Medical institutions usually 

need to invest a lot of money to purchase and maintain traditional data warehouse equipment, while 

cloud data warehouses can realize on-demand payment, greatly reducing the operating costs of medical 
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institutions.With the rapid growth of medical data and the increase in the degree of informatization, 

cloud data warehouse as a [2-3]flexible, cost-effective, secure and reliable data management and 

analysis solution has brought many advantages to medical institutions and research institutions. Through 

the cloud data warehouse, medical decision-makers can obtain the latest medical data in a more timely 

manner, and make predictions and decisions based on data analysis, thereby improving the quality and 

efficiency of medical services and providing patients with more personalized treatment plans. 

2.  Related work 

2.1.  Cloud data warehouse 

The traditional warehouse is characterized by the integration of calculation and storage, that is, the 

calculation and storage are on the same machine. The cpu, memory, disk data partition, the entire data 

is broken up, each node is responsible for a part of the data, the data between each node is not related. 

In this architecture, computing and storage must be combined. [4]Although the traditional warehouse 

can be expanded, it takes a long time. For example, after node4 is added in the following figure, data 

balancing operations may take a long time. In addition, new nodes cannot provide external services 

during capacity expansion, and resource charges have started, resulting in resource waste. 

The modern cloud data warehouse is an analytical database, usually a relational database, which is 

created by two or more data sources, usually can store more than petabytes of historical data, and then 

rely on a large number of computing and memory resources to run complex query operations, and finally 

generate data reports. In addition, the data warehouse is the only path to direct data sources for business 

intelligence (BI) systems and machine learning. 

 

Figure 1. Warehouse structure diagram 

As can see from the warehouse architecture diagram in Figure 1, the Databend is divided into four 

modules from top to bottom: 

1. Data access: Data access supports [5]SQL, such as Mysql, Clickhouse, etc., which can easily use 

existing ecological connections to enter data. Databend abstracts a lot from this layer in the design of 

the architecture. Easy access to data through existing ecology. 

2.Meta Service layer: Metadata and meta information are stored in this layer, which is equivalent to 

the brain of the Databend. This is an elastic multi-tenant isolated service. 

3. Computing layer: Each computing node is independent and complete for an sql analysis. The 

compute node will parse the SQL, make logical and physical execution plans, and execute. Each 

compute node has its own Cache, index, and data layer access structure. These nodes can easily form a 

cluster, and users can define the services provided by the cluster. 

4. Storage layer: The storage layer mainly utilizes cloud storage, local DFS, S3, Azure Blob, and 

other block storage solutions, forming the foundation for Databend based on shared storage. 

2.2.  Advantages of Cloud Data warehouse 

First, a cloud data warehouse has a default schema, which means that it enforces data structures before 

or during data ingestion. This feature ensures that data analysis is easier to start, as the structured nature 
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of the data makes the analysis work more efficient and accurate. Second, cloud data warehouses make 

data governance easier. This means that database architects, [6]SQL developers, and data analysts can 

all adapt more smoothly to the cloud data warehouse environment. Cloud data warehouses have a 

relatively low learning curve and often offer a quick option to migrate from a private architecture to the 

cloud. This enables organizations to take advantage of cloud data warehouses more quickly and 

accelerate the data analysis and decision making process. 

In addition, a cloud data warehouse has many built-in features, such as a database sequence of proxy 

keys for data warehouse star or snowflake data modeling. These features provide a more convenient 

way to model and manage data, thereby improving the efficiency and reliability of the data warehouse. 

Finally, cloud data warehouses support [7]ACID (Atomicity, Consistency, Isolation, Persistence) 

database properties, which are critical for analytical reporting. Compared with the data lake architecture, 

the cloud data warehouse can more easily achieve multi-version control of data, enforce constraints and 

other functions, thus improving the quality and credibility of data. 

2.3.  Cloud data warehousing and healthcare 

Data centers in the healthcare industry need to be built with components such as data exchange, security 

protection, databases, storage, server clustering, and disaster backup/recovery in mind. Cisco Healthcare 

Cloud Data Center solutions provide a unified solution for the healthcare industry, including the 

following three main aspects[8]: 

First, unified data center construction. The solution is designed to build a sustainable, next-generation 

data center architecture for cloud computing. By pooling IT resources in a data center and providing 

resources on demand using an intelligent service scheduling mechanism, resource consumption is 

reduced and resource utilization efficiency is improved. Cisco provides end-to-end storage backup and 

disaster recovery solutions. Through optical fiber storage switches and optical transmission solutions, 

Cisco works with storage partners to provide efficient and reliable storage solutions to ensure secure 

backup and disaster recovery of medical data. 

In order to ensure the security of system data, Cisco provides data center solutions with self-defense 

security system, effectively eliminate security risks, strengthen the data security level of the medical 

system, and ensure the normal operation of the medical system and the safe interaction of patient 

information.At the same time, the cloud data warehouse also provides medical institutions with data 

security, disaster recovery and other aspects of support to ensure the safety and reliability of medical 

data. 

2.4.  Disease intelligent prediction model 

In recent years, artificial intelligence research in the field of disease prediction is hot, more and more 

researchers have applied artificial intelligence methods in disease prediction research, and achieved 

many results. In 2018, Ocampo et al. [9] established a model for lung cancer diagnosis based on 

Convolutional Neural Networks (CNN) [10], and the AUC of the model for lung cancer recognition 

reached 0.97. In 2018, Golatkar et al.On the heart disease data set of UCI, the accuracy of the two 

methods reached 84.5% and 85.1% respectively. In 2020, Lyngdoh et al.use a variety of machine 

learning methods to predict diabetes, among which K-Nearest Neighbor (KNN)has the highest accuracy, 

reaching 76%. Other machine learning algorithms, such as naive Bayes and support vector machines, 

have also achieved more than 70% accuracy.  

These models are able to accurately predict an individual's future risk of disease based on their 

characteristics and historical data. For example, for chronic diseases such as cardiovascular disease and 

diabetes, the predictive model can analyze the patient's lifestyle habits, genetic factors, health indicators 

and other aspects of information, to provide medical institutions and doctors with timely warning and 

intervention measures to help patients reduce the risk of disease, improve lifestyle, so as to improve the 

overall health level. The application of intelligent prediction model not only contributes to individual 

health management, but also provides scientific basis for rational allocation of medical resources and 
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formulation of disease prevention strategies, and promotes the development of health care and the 

improvement of social health. 

3.  Methodology 

In the monitoring and management of patients with chronic hepatitis B (CHB), it is important to predict 

the risk of hepatocellular carcinoma (HCC). However, the baseline parameters of various HCC risk 

prediction systems are limited in number and accuracy.By integrating clinical data from medical 

institutions into cloud data warehouses, machine learning algorithms can more efficiently obtain the 

data they need for model training and optimization.This provides a basis for the establishment and real-

time update of [11]HCC risk prediction model, and further improves the accuracy and practicability of 

the prediction model. 

In this context, with the support of cloud data warehouse, medical institutions can more efficiently 

use machine learning algorithms to predict HCC risk, provide personalized monitoring and management 

services for patients, and improve the survival rate and quality of life of patients. 

3.1.  Prediction model 

1. Random forest model 

Random forest is an ensemble learning method, which is composed of multiple decision trees. Each 

decision tree is trained by randomly sampling the training data to form different sub-data sets. At the 

time of building each decision tree, the random forest improves the diversity of the model by making a 

random selection of features. 

For each decision tree, the random forest uses the following two types of randomness to build the 

tree: (1) Randomly select feature subsets: On the nodes of each decision tree, a feature subset is 

randomly selected for partitioning, so that only a part of the features are considered in each decision tree. 

(2) Random division of nodes: For the division of each node, a division criterion is randomly selected 

to determine the best partition. 

2.XGBoost (Gradient enhanced decision tree) 

XGBoost, which stands for eXtreme Gradient Boosting, is an ensemble learning algorithm based on 

Gradient Boosting Decision Tree. Based on GBDT, the regularization term and second derivative 

information are introduced to improve the performance and generalization ability of the model. 

The core idea of the [12]XGBoost model is to combine multiple weak classifiers (decision trees) into 

one strong classifier. Each decision tree is trained on the basis of the residual of the previous tree, and 

the residual is gradually reduced by iteratively optimizing the loss function. At the same time, the model 

reduces the overfitting risk by controlling the complexity and regularization terms of the tree. 

3.Logistic regression model 

Logistic regression model is a kind of probability model. It takes the probability P of an event 

occurring or not as the dependent variable and the factors affecting P as the independent variable to 

establish a regression model, and analyzes the relationship between the probability of an event occurring 

and the independent variable. It is a kind of nonlinear regression model. 

3.2.  Experimental design 

In this study, three machine learning models were trained to predict the risk of liver cancer. They looked 

at various factors like age, sex, platelet count, and more. To make up for the low number of liver cancer 

cases in the data, they used a technique called [13]SMOTE to balance things out. The final risk score, 

which ranged from 0 to 1, combined the predictions of all three models. They used a cutoff of 0.5 to 

determine if someone was at risk of liver cancer based on their score. 

3.3.  Statistical analysis of data 

Data were presented as mean ± standard deviation or as numbers and percentages. Differences between 

continuous variables were compared using the Student t-test or Mann-Whitney U test, while categorical 

variables were compared using the Chi-square test or Fisher exact test. Cumulative risk of liver cancer 
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was calculated with Kaplan-Meier method and analyzed using logarithmic rank test. Cox regression 

analysis assessed the association between liver cancer risk and each variable, providing hazard ratios 

(HR) and 95% confidence intervals (CI). Time-dependent receiver operating characteristic (ROC) 

curves were constructed for each model to predict liver cancer development, with the area under the 

ROC curve (AUROC) calculated. Statistical analysis was performed using SAS and R software, with 

significance set at p < 0.05. 

3.4.  Data result 

In the group of patients studied (n=960), 69 individuals (7.2%) developed liver cancer during a median 

follow-up period of approximately 59.3 months. The cumulative incidence rates were 1.1% at 1 year, 

5.1% at 3 years, and 8.1% at 5 years. Factors such as age, male gender, presence of cirrhosis, HBV DNA 

level, ALT level, serum bilirubin level, platelet count, serum albumin level, PT INR, AFP level, and 

HBeAg positivity were significant predictors of liver cancer in initial analysis. Further analysis revealed 

that older age, male gender, presence of cirrhosis, lower ALT levels, lower platelet counts, and higher 

PT INR were associated with a higher risk of liver cancer in this patient cohort. 

 

 

Figure 2. Training results curve 

A machine learning (ML) model, incorporating random forest, XGBoost, and logistic regression, 

predicted the likelihood of developing liver cancer with a range of 0-1. Compared to existing models 

(mPAGE-B and CAMD), the ML model demonstrated superior performance, with an AUC value of 

0.930 (95% CI 0.904 -- 0.956). Stratifying patients based on this ML-based risk prediction model 

revealed significantly different cumulative incidence rates among risk groups (<0.3, low risk; 0.3-0.5, 

medium risk; >0.5, high risk). For instance, the 1-year, 3-year, and 5-year cumulative incidence rates in 

the low-risk group were 0.1%, 0.8%, and 1.1%, respectively. Conversely, in the high-risk group, the 

rates were substantially higher, with 14.8%, 32.8%, and 54.9% observed at the same intervals. In the 

validation cohort, one patient classified in the very low-risk group (cutoff = 0.1) developed liver cancer. 

3.5.  Experimental discussion 

The study's strengths lie in its inclusion of a diverse range of patients with chronic hepatitis B (CHB) 

undergoing antiviral therapy, ensuring broad applicability. Leveraging cloud data warehouses facilitates 

centralized storage and access to dispersed patient data, enhancing research convenience. A large 
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training cohort ensures high prediction accuracy, validating the model's reliability. The machine learning 

(ML) model's ability to stratify patients into low, medium, and high-risk groups enables tailored 

monitoring strategies. [14]ML algorithms excel in handling large-scale data and complex relationships, 

facilitated by cloud data warehouses' storage and processing capabilities. Integration with electronic 

medical record systems enables practical implementation of automated calculators for routine clinical 

use. Overall, this study combines extensive patient data and advanced ML techniques to offer a more 

precise HCC risk assessment method for CHB patients, supported by cloud data warehouses for efficient 

data management and model optimization, driving personalized medical strategies. 

4.  Conclusion 

This paper introduces the application of cloud data warehouse in medical field, and discusses its role in 

disease intelligent prediction model. With the rapid growth of medical data, traditional data storage and 

management methods have been unable to meet the needs of medical institutions and research 

institutions for data processing and analysis. Cloud data warehouses are the solution of choice in the 

healthcare sector due to their flexibility, cost-effectiveness and security. The flexibility and scalability 

of cloud data warehouses bring unprecedented convenience to healthcare organizations, enabling them 

to dynamically adjust resources according to actual needs, ensuring that healthcare organizations can 

process and store large amounts of data in a timely manner without worrying about lack of resources or 

waste. 

In addition, the article highlights that cloud data warehouses can bring significant cost benefits, 

reducing operational costs for healthcare organizations. Medical institutions do not need to worry about 

updating and maintaining hardware devices, but can focus more on data analysis and application 

development to provide more support for medical research and clinical practice. In terms of medical 

prediction, the application of cloud data warehouse is also of great significance. By analyzing and 

mining medical data, healthcare organizations can better understand the pathogenesis of diseases, 

evaluate the effectiveness of treatment, and even predict the health risks of patients. In the future, with 

the continuous growth of medical data and the advancement of technology, the application of cloud data 

warehouse in the medical field will be further expanded. By combining advanced machine learning and 

artificial intelligence technology, it will be able to establish a more accurate and reliable disease 

prediction model, provide doctors with more auxiliary decision-making and personalized treatment 

plans, thereby promoting the intelligent and refined development of medical services, and improve the 

quality of medical care and the quality of life of patients 
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