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Abstract. Security inspection has been played a crucial role in ensuring the safety of railway 

passenger transportation. The detection of contraband in X-ray images is an important part of 

safety inspection work. Since the X-ray image of security inspection is a pseudo color image 

with a unique imaging style, and the restricted objects are mostly small targets, the accuracy of 

the object detection algorithm using visible light images directly is not high. This research will 

propose an improved CenterNet method, and design a 16 times down sampling rate backbone 

network, which is more suitable for detecting contraband in X-ray images. This article will 

introduce attention mechanisms to increase attention to effective and key areas in X-ray images, 

and reveal the mechanisms of spatial and channel attention in X-ray images. Furthermore, by 

designing an adaptive feature fusion mechanism, the drawback of the original CenterNet by 

using only the last layer of output features is compensated. Experiments have shown that on the 

SIXray dataset, mAP is improved by 3.3% compared to the original CenterNet method, and 5.5%, 

2.4%, 3.6%, 10.1% compared to SSD, Yolo V3, FPN, DERT algorithms. The detection accuracy 

of restricted items in X-ray images is effectively improved. 

Keywords: X-ray Image, Railway Security Inspection, Detection of Contraband, Feature Fusion, 

CenterNet. 

1.  Introduction 

Railway is one of the most important modes of transportation in China. It will bring threats to 

transportation security once a terrorist attack or violent incident occurs in railway stations or on the train, 

and, it may also cause great psychological trauma to the passengers. Therefore, government attaches 

great importance to railway safety and security inspection.  

X-ray security detectors are widely used in railway passenger security inspection, providing critical 

support for ensuring passenger transportation safety [1],[2]. By utilizing the different attenuation 

characteristics of X-rays penetrating different objects, X-ray security detectors can generate X-ray 

images by scanning and imaging the items entering the detector in real time[3]. The X-ray image 

contains information about the shape and material of the scanned item. Therefore, by analyzing the X-

ray image, it is possible to determine whether the corresponding package contains contraband and 

complete the security check.  

At present, the discrimination of contraband in X-ray images in railway passenger security 

inspections mainly relies on manual work, and the quality of image recognition is easily affected by 
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factors such as the working condition of the security inspector. Therefore, it is critical to use deep 

learning, convolutional neural networks, and other technical means to assist in image recognition, which 

could reduce the labor intensity of image recognition personnel, and improve the quality of security 

inspection operations. 

The detection of contraband in X-ray images refers to the detection of contraband in X-ray images 

through computer vision and object detection technology. Reference [4] disclosed the X-ray image 

dataset SIXray, which includes 8929 images with contraband labeled, on the basis of which it conducted 

research on the classification of contraband. Reference [5] conducted research on contraband detection 

based on the Cascade R-CNN method, and improved the method by introducing dynamic deformable 

convolution (DyDC) and adaptive IOU mechanism. Reference [6] conducted research on contraband 

detection based on Faster RCNN method, designed a candidate recommendation network, and 

introduced dilation convolution. Reference [7] conducted research on the detection of guns, a type of 

contraband, based on Faster RCNN, Mask RCNN, and RetinaNet algorithms. Reference [8] conducted 

research on contraband detection based on the YOLO-V3 network, and introduced the DioU loss 

function and spatial pyramid pooling feature method. Reference [9] conducted research on contraband 

detection based on the YOLO-V3 network, and improved the detection accuracy by introducing dense 

connections and improving the loss function. Reference [10],[11],[12] conducted research on 

contraband based on YOLO-V5 network, improving detection accuracy by using attention mechanisms, 

improving loss functions, and other methods. 

Based on the above studies, the following problems exist with regard to the detection of contraband 

in the X-ray image: (1) Most researches consider the issue of object detection solely from the perspective 

of image processing, and lack analysis of the imaging mechanism of X-ray images and the characteristics 

of contraband; (2) The researches are mainly based on one-stage and two-stage target detection methods, 

and the algorithm accuracy and speed need to be further improved. This paper adopts an anchor-free 

network for the detection of restricted items. The main innovations are as follows: (1) Designing a 16 

times down sampling rate backbone network, which is more suitable for the X-ray images, based on 

analysis of the imaging mechanism of X-ray images and the characteristics of restricted items; (2) 

Introducing attention mechanism to improve detection accuracy, and revealing the mechanisms of 

spatial attention mechanism and channel attention mechanism in X-ray images; (3) Introducing feature 

fusion methods to further improve detection accuracy. 

2.  Characteristics of the X-ray images 

The X-ray image generated by the security detector is a pseudocolor image, usually consisting of three 

colors: blue, orange, and green. Blue represents inorganic matter, usually metal, orange represents 

organic matter, and green represents a mixture of the two. An example of X-ray image is shown in figure 

1. The objects in blue are knives and guns, which are contraband to be detected, and the objects in green 

and orange are regular items. Compared to visible light images, the X-ray images have the following 

characteristics: (1) There is a white background in all four corners of the image, which does not contain 

any information; (2) Contraband such as knives and guns typically contain metal, meaning that the blue 

part of the image contains a greater amount of information; (3) Due to the fact that contraband are usually 

packed in suitcases and backpacks, the targets to be detected usually occupy a relatively small portion 

of the screen, and are mostly small items; (4) There is no logical correlation between the appearance and 

location of the various objects within the image. By contrast, such correlations do exist in visible light 

images: for example, humans are on the ground and birds are in the sky. 
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Figure 1. Example of X-ray image 

3.  Improved CenterNet Network 

Zhou et al. proposed CenterNet in 2019. The core idea of the algorithm is to treat the target to be detected 

as a point. The algorithm labels the target by predicting the center point position, center point offset, and 

target width and height. There is no need to preset the anchor box in advance, which eliminates non 

maximum suppression operations. In this way, the algorithm can improve detection accuracy as well as 

detection speed. This article selects CenterNet as the baseline algorithm to conduct research on the 

detection of contraband in security X-ray images.  

The improved CenterNet structure as shown in figure 2 is mainly composed of four parts: the 

improved ResNet18 network, CBAM residual block, adaptive feature fusion, and head network. (1) A 

residual network with 16 times down sampling rate was designed based on ResNet18 network, resulting 

in an improved ResNet18 network. (2) An attention mechanism is introduced. CBAM modules are added 

to the last convolutional layer of Convolutional Group 2, Convolutional Group 3, and Convolutional 

Group 4 in the improved ResNet18, forming CBAM residual blocks 2-2, CBAM residual blocks 3-2, 

and CBAM residual blocks 4-4. (3) An adaptive feature fusion method is designed to perform feature 

fusion on the inputs of CBAM residual block 2-2, CBAM residual block 3-2, and CBAM residual block 

4-4. (4) Using the head network analyzes the fused features and outputs predictions. 
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Figure 2. Improved CenterNet architecture 
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3.1.  Improved ResNet18 backbone network 

Regarding CenterNet, the author used the ResNet18 backbone network with a down sampling rate of 32 

times. However, there is a significant difference between visible light images and security X-ray images. 

Through visualization research on convolutional layers in the dataset ImageNet, convolutional layers 

with different down sampling rates can extract different features. The convolutional layer with double 

down sampling can extract corner and edge features, the convolutional layer with triple down sampling 

can extract texture features, the convolutional layer with four times down sampling can extract features 

that are more closely related to specific categories, and the convolutional layer with five times down 

sampling can extract diverse features of the entire object[13]. In addition, from the perspective of down 

sampling on the perception field of feature maps, the perception field of high-level features is larger, 

which is helpful for detecting large targets, while that of low-level features is smaller, which is helpful 

for detecting small targets. Admittedly, removing the convolutional layer may cause discarding features 

of a certain scale, but too many convolutional layers may cause performance degradation at the same 

time. It follows that a backbone network with a down sampling rate of 32 times is suitable for object 

detection in visible light images, but not suitable for contraband detection in X-ray images.  

This article adopts a backbone network with a down sampling rate of 16 times for contraband  

detection in security X-ray images. The improved ResNet18 network is shown in figure 3. The fifth 

convolutional group is removed from the ResNet18 network, with the result that the down sampling rate 

of the network changes to 16 times, and two residual modules are added after the fourth convolutional 

group in the ResNet18 network, which keeps the network still composed of 18 convolutional layers.  
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Figure 3. Improved ResNet18 network 
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3.2.  Attention mechanism 

Based on the imaging principle of X-ray images, in the X-ray image, the area without objects is imaged 

as white, and this area does not require attention; the area of metal material is imaged in blue, and, as 

most contraband such as knives and guns contain metal, the blue area needs to be focused on. In addition, 

the characteristic of X-ray images is that most of the items are overlapped. Therefore, attention 

mechanisms can be introduced to process feature layers, so as to enhance the focus of the network on 

key areas and improve detection accuracy. The CBAM module[14] is a lightweight module that 

comprehensively utilizes channel attention mechanism and spatial attention mechanism. By adjusting 

the weights of input features in channel and spatial dimensions, the attention mechanism is implemented. 

The module structure is shown in figure 4. 

F(Input 

Feature)

Mc (Channel 

attention mode)
Ms(Spatial 

attention mode)

Fs(Output 

Feature)
Fc

 

Figure 4. CBAM Structure 

For input features𝑭 ∈ 𝑅𝐶×𝐻×𝑊, the CBAM module first infers to generate a one-dimensional channel 

attention module 𝑀𝑐 ∈ 𝑅𝐶×1×1 , and then infers to generate a two-dimensional spatial attention 

module𝑀𝑠 ∈ 𝑅1×𝐻×𝑊. For output feature 𝑭, the entire process can be represented as: 

𝑭𝒄 = 𝑀𝑐(𝑭) ⊗ 𝑭 (1) 

𝑭𝑠 = 𝑀𝑠(𝑭𝑐) ⊗ 𝑭𝑐 (2) 

The improved ResNet18 backbone network adds CBAM modules to the residual blocks 2-2, 3-2, and 

4-4 of to form a CBAM residual block, enhancing the network's focus on effective and key areas in 

security images. The structure of the CBAM residual block is shown in figure 5. CBAM module is added 

to the two convolutional layers in the residual block. Feature x is processed by the two convolutional 

layers and the CBAM module to obtain F (x), which is then added to the feature x to obtain the final 

feature output. 
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relu
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Figure 5. CBAM residual block structure 
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3.3.  Adaptive feature fusion 

CenterNet deconvolutes the output features of the last layer and restores them to a feature map that is 

1/4 times the size of the input image. Using this feature map for target prediction will result in loss and 

waste of feature information contained in other feature layers, which is not conducive to the task of 

detecting contraband. The feature fusion method can fully utilize the features output from different 

convolutional layers and improve the quality of final output features. Various methods such as FPN[15], 

PANet[16], ASFF[17] have fully demonstrated the effectiveness of multi-scale features and feature 

fusion. Inspired by ASFF, the features output by CBAM residual blocks 2-2, 3-2, and 4-4 in the 

improved ResNet18 network are adaptively fused to enrich the information of the output features and 

improve detection accuracy. 

The CBAM residual block 4-4 outputs a feature map that is 1/16 times the size of the input image, 

and uses two sets of 2-times-upsampling deconvolution to recover a feature map that is 1/4 times the 

size of the input image. The CBAM residual block 3-2 outputs a feature map that is 1/8 times the size 

of the input image, and uses a set of 2-times-upsampling deconvolution to recover a feature map that is 

1/4 times the size of the input image; CBAM residual block 2-2 outputs a feature map that is 1/4 times 

the size of the input image. Then, the feature values of the same points in the three feature maps are 

weighted and summed point by point. The fusion method is as follows: 

𝒀𝒊𝒋 = 𝛼𝑖𝑗𝑿𝒊𝒋
𝟐 + 𝛽𝑖𝑗𝑿𝒊𝒋

𝟑𝒕𝒐𝟐 + 𝛾𝑖𝑗𝑿𝒊𝒋
𝟒𝒕𝒐𝟐 (3) 

where 𝒀𝒊𝒋 is the vector of the fused feature map at position (i, j), 𝑿𝒊𝒋
𝟐  is the vector of the feature map 

output from CBAM residual block 2-2 at position (i, j), 𝛼𝑖𝑗 is the weight coefficient of 𝑋𝑖𝑗
2 , 𝑿𝒊𝒋

𝟑𝒕𝒐𝟐 is the 

vector of the feature map output from CBAM residual block 3-2 at position (i, j) after being restored to 

1/4 of the input image size, 𝛽𝑖𝑗 is the weight coefficient of 𝑿𝒊𝒋
𝟑𝒕𝒐𝟐, 𝑿𝒊𝒋

4𝒕𝒐𝟐 is the vector of the feature map 

output from CBAM residual block 4-4 at position (i, j) after being restored to 1/4 of the input image size, 

𝛾𝑖𝑗 is the weight coefficient of 𝑿𝒊𝒋
4𝒕𝒐𝟐. In order to ensure that the fused feature map remains normalized, 

it is required that𝛼𝑖𝑗+𝛽𝑖𝑗 + 𝛾𝑖𝑗=1. Therefore,𝛼𝑖𝑗 ､𝛽𝑖𝑗､𝛾𝑖𝑗 are the values processed through the softmax 

function, defined as follows: 

𝛼𝑖𝑗 =
𝑒𝜆𝛼𝑖𝑗

𝑒𝜆𝛼𝑖𝑗 + 𝑒𝜆𝛽𝑖𝑗 + 𝑒𝜆𝛾𝑖𝑗
(4) 

𝛽𝑖𝑗 =
𝑒𝜆𝛽𝑖𝑗

𝑒𝜆𝛼𝑖𝑗 + 𝑒𝜆𝛽𝑖𝑗 + 𝑒𝜆𝛾𝑖𝑗
(5) 

𝛾𝑖𝑗 =
𝑒𝜆𝛾𝑖𝑗

𝑒𝜆𝛼𝑖𝑗 + 𝑒𝜆𝛽𝑖𝑗 + 𝑒𝜆𝛾𝑖𝑗
(6) 

where 𝜆𝛼𝑖𝑗､𝜆𝛽𝑖𝑗､𝜆𝛾𝑖𝑗 are the original weight values learned by the convolutional network. 

3.4.   Loss function 

The loss function consists of three parts: center point classification loss, center point offset loss, and 

target regression loss. The center point classification loss is similar to the Focal Loss[18] function, 

represented as follows: 

𝐿𝑘 = −
1

𝑁
∑  

xyc

{
(1 − 𝒀̂𝒙𝒚𝒄)

𝛼
𝑒𝑥𝑝(𝒀̂𝒙𝒚𝒄) , 𝒀̂𝒙𝒚𝒄 = 1

(1 − 𝒀𝒙𝒚𝒄)
𝛽

(𝒀̂𝒙𝒚𝒄)
𝛼

𝑒𝑥𝑝(1 − 𝒀̂𝒙𝒚𝒄) , 𝑜𝑡ℎ𝑒𝑟𝑠
(7) 

where 𝛼 and 𝛽 are hyperparameters in the Focal Loss function, taken as 2 and 4 respectively. N is the 

total number of key points in the feature map. 𝒀̂𝒙𝒚𝒄 is the predicted value, representing the probability 
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of the key points being the target center, and the value range is [0,1]. 𝒀𝒙𝒚𝒄 is the true value, using 

Gaussian kernel to smooth the probability near the center point, and the value range is [0, 1].  

Because there is 4 times down sampling in the feature map, the predicted center point and the real 

value will be offset. The center offset loss adopts L1 loss function, which is expressed as follows:  

𝐿𝑜𝑓𝑓 =
1

𝑁
∑ |𝑶̂𝒑̃ − (

𝒑

𝑅
− 𝒑̃)|

𝑝

(8) 

where N is the total number of key points in the feature map, 𝑶̂𝒑̃ represents the predicted center offset, 

𝒑 represents the coordinates of the center points in the original image, R is the down sampling rate, and 

𝒑̃ represents the corresponding center points on the feature map. 

Regression is performed on the width and height of the target, and the target regression loss 𝐿𝑤ℎ adopts 

L1 loss function, which is expressed as follows: 

𝐿𝑤ℎ =
1

𝑁
∑(|𝒘𝒑𝒓𝒆𝒅 − 𝒘𝒈𝒕| + |𝒉𝒑𝒓𝒆𝒅 − 𝒉𝒈𝒕|) (9) 

where 𝒘𝒑𝒓𝒆𝒅 is the width of the predicted target, 𝒉𝒑𝒓𝒆𝒅 is the height of the predicted target, 𝒘𝒈𝒕 is the 

width of the real target, 𝒉𝒈𝒕 is the height of the real target, and N is the total amount of data for width 

and height. 

The final loss function is: 

𝐿 = 𝐿𝑘 + 𝜆1𝐿𝑤ℎ + 𝜆2𝐿𝑜𝑓𝑓 (10) 

where 𝜆1 is the target regression loss weight, taken as 0.1, and 𝜆2 is the center point offset loss weight, 

taken as 1.0. 

4.  Experiments and analysis 

The experimental environment was Ubuntu 18.04, the GPU was RTX3080Ti, the algorithm 

implementation used the mmdetection framework [19], and the experimental dataset was selected from 

the public dataset SIXray. 

4.1.  Dataset and preprocessing  

The SIXray dataset contains 8929 X-ray images with labeling information of contraband, including six 

categories: guns, knives, scissors, wrenches, pliers, and hammers. The number of labeled samples for 

each category is shown in table 1. Due to the scarcity of images containing hammer labeling (60 images), 

only five categories (guns, knives, wrenches, pliers, and scissors) were analyzed and tested. 70% of the 

images are randomly selected as the training set, totaling 6250 images. 30% of the images are randomly 

selected as the test set, totaling 2679 images. 

Table 1. Sample Labeling Quantity of SIXray Dataset 

 Gun Knife Wrench Plier Scissor Hammer 

Total 3131 1943 2199 3961 983 60 

 

Due to the insufficient sample size in the SIXray dataset, the training images were randomly cropped, 

resized, normalized, and flipped sequentially to further enrich the samples.  

4.2.  Experimental parameters  

The ResNet18 network uses a pre-trained model on the ImageNet dataset for transfer learning. To 

accelerate the training process, the improved ResNet18 network uses the first four convolutional groups 

of the pre-trained ResNet18 network on the ImageNet dataset for transfer learning.  
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The train Epochs are set to 90, the Batch Size is set to 16, and SGD is used as the optimizer with a 

learning rate of 0.003 and momentum of 0.9. The learning rates decay to 1/10 at the 60th and 80th 

Epochs respectively. The evaluation indicator is mAP defined in VOC2007. 

4.3.  Experimental Analysis  

4.3.1.  Comparative experiment on improved ResNet18 backbone network 

To study the impact of different down sampling rates on the backbone network, a comparative 

experiment was conducted by selecting ResNet18, the first four convolutional groups of ResNet18, and 

the improved ResNet18 as the backbone network. CenterNet is chosen as the detection algorithm, and 

the output of the backbone network was restored to a feature map 1/4 times the input image size through 

deformable convolution and up sampling. The experimental results are shown in Table 2. The backbone 

network with a 16-fold down sampling rate is more suitable for detecting contraband in security X-ray 

images, and the detection accuracy of the improved ResNet18 is significantly enhanced. 

4.3.2.  Adaptive feature fusion 

The X-ray image was input into the ResNet18 network and the output features of convolution group 2, 

convolution group 3, convolution group 4, and convolution group 5 were visualized. The results are 

shown in figure 6. The output features of convolution group 5 contain less useful information. 

 

Convolutional group 2

Convolutional group 3

Convolutional group 4

Convolutional group 5

 

Figure 6. Output feature of each convolution group 

In the improved ResNet18, there are four convolution groups. To study the detection accuracy of 

output features of different convolution groups after adaptive fusion, different combinations of output 

features of convolution groups 4, convolution groups 3, and convolution groups 2 were selected. Each 

convolution group was restored to a feature map of 1/4 times the input image size through deformable 

convolution and up sampling, on which adaptive fusion was performed. The experimental results are 

shown in table 2. The mAP after fusing the output features of convolution group 2 and convolution 

group 4 increased by 0.2% compared to convolution group 4 by itself, while the mAP after fusing the 

output features of convolution group 2, convolution group 3, and convolution group 4 increased by 0.8% 

compared to convolution group 4 by itself. It can be seen that the output of adaptive fusion of the three 

convolution groups is the optimal fusion method. 

Table 2. Detection results of different feature fusion 

Fusion mode Convolutional 

group 2 

Convolutional 

group 3 

Convolutional 

group 4 

mAP 

Fusion mode 1   √ 86.6 

Fusion mode 2 √  √ 86.8 

Fusion mode 3 √ √ √ 87.4 
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4.3.3.  Comparative experiment of CBAM module 

To investigate the impact of CBAM modules, a control experiment was conducted. Examples of 

common security X-ray images are shown in figure 7(a) and figure 7(b), which are luggage and backpack 

respectively. Taking the above images as examples, visualization studies were conducted on CBAM 

residual blocks 2-2, CBAM residual blocks 3-2, and CBAM residual blocks 4-4. The output weight of 

the spatial attention module and channel attention module are shown in figure 8 and figure 9 respectively, 

where white represents an output weight of 1 and black represents an output weight of 0. It can be seen 

from figure 8 that corresponding to the blue part of the X-ray image, the spatial attention module outputs 

a greater weight. The spatial attention module focuses more on the interior of the package, especially 

the blue part, so as to improve the network's feature expression ability. It can be seen from figure 9 that 

the channel attention module focuses more on features with sharp contrast and more prominent wrapping 

contours, so as to improve the network's feature expression ability. 

 

 

Figure 7. (a) X-ray image of security inspector 
Figure 7. (b) X-ray image of security inspector 

Image of 

luggage

Image of 

backpack

CBAM residual 

blocks 2-2

CBAM residual 

blocks 3-2

CBAM residual 

blocks 4-4

 

Figure 8. Output weight of spatial attention module 
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CBAM residual blocks 2-2
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Figure 9. Output weight of channel attention module 

4.3.4.  Performance comparison of the improving methods 

The detection performance of the proposed method was compared with the original CenterNet method 

and other algorithms. The experimental results are shown in table 3. The accuracy of the improved 

CenterNet increased by 3.3% compared to that of the original CenterNet, with little reduction in 

detection speed. With higher detection speed, the accuracy increased by 5.5%, 2.4%, 3.6%, and 10.1% 

compared to that of SSD, Yolo V3, FPN, and DERT[20] algorithms. The detection accuracy of 

contraband in X-ray images is effectively improved.  

Table 3. Test results of different models 

Algorithm Gun Knife Scissor Wrench Plier mAP FPS 

SSD 90.4 75.8 83.1 78.7 83.9 82.4 30.6 

Yolo-v3 90.5 78.0 89.3 79.9 89.6 85.5 45.3 

FPN(ResNet50) 90.7 79.7 80.9 83.0 87.0 84.3 21.9 

Dert(ResNet50) 88.3 77.0 77.5 68.5 77.6 77.8 14.7 

CenterNet 90.7 80.0 83.9 78.9 89.4 84.6 59.2 

Improved CenterNet 90.8 84.4 89.5 85.9 89.3 87.9 46.7 

 

Ablation experiments were conducted on the proposed method in this article to analyze the impact 

of each module. The experimental results are shown in table 4. The improved ResNet18, CBAM module, 

and adaptive feature fusion all increase detection accuracy, and the highest accuracy is achieved when 

all three are combined, with a 3.3% increase in accuracy compared to the original CenterNet network. 
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Table 4. Results of ablation experiment 

Combination 

mode 

Improved 

ResNet18 

CBAM 

module 

Adaptive feature 

fusion 

mAP 

Combination 1    84.6 

Combination 2 √   86.6 

Combination 3 √ √  87.6 

Combination 4 √  √ 87.4 

Combination 5 √ √ √ 87.9 

5.  Conclusion 

An improved CenterNet method is proposed, and an improved ResNet18 network is designed based on 

analysis of the imaging mechanism and target characteristics of X-ray images. An attention mechanism 

is introduced, and an adaptive feature fusion method is designed to improve the accuracy of contraband 

detection in X-ray images. Experiments were conducted on the SIXray dataset. The output features of 

convolutional layers with different down-sampling rates are demonstrated through feature visualization, 

revealing the mechanisms of spatial attention and channel attention of X-ray images. The experiments 

show that: (1) The backbone network with a down sampling rate of 16 times is more suitable for 

detecting contraband in X-ray images. (2) The channel attention module enhances the network's feature 

expression ability by focusing more on features of sharp contrast and more prominent wrapping contours, 

while the spatial attention module improves the network's feature expression ability by focusing more 

on the interior of the package, especially the blue part. (3) The improved CenterNet network increased 

accuracy by 3.3% over the original CenterNet network by integrating three methods: 16 times down 

sampling rate backbone network, CBAM module, and adaptive feature fusion. This method is more 

accurate than one-stage and two-stage target detection methods. The detection accuracy of contraband 

in X-ray images is effectively improved. In the next step, incorporating the railway passenger security 

inspection scenario, a dataset of contraband in X-ray images with more types and quantities will be 

constructed to verify the effectiveness of the algorithm. 
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