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Abstract. In the context of aging population and social transformation, employees also put 

forward higher demands on corporate culture and values, which also increases the risk of 

employee turnover. This paper explores the correlation between various indicators and leavers 

through statistical analysis and visualization of various data indicators and the distribution of 

leavers and non-leavers on various indicators by using whether they left the company as a 

classification criterion. In addition, this paper also carries out Pearson correlation analysis for 

each indicator and draws a correlation heat map to quantitatively explore the correlation between 

indicators. In order to predict whether employees will leave the company, this paper uses random 

forest model, support vector machine model, KNN model, plain Bayesian model and logistic 

regression model for training and testing. The results show that the best prediction in terms of 

employee turnover is the Random Forest model with a prediction accuracy of 98.8%. This was 

followed by the Support Vector Machine model with an accuracy of 95.1%. In addition, the KNN 

model also achieved an accuracy of 94.8%. Ordinary Bayesian model and logistic regression 

model have lower accuracy rates of 80.4% and 77.2% only. This is of great significance for 

enterprises to realize sustainable development, and is worthy of in-depth study and practice by 

enterprise managers. 
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1.  Introduction 

With economic globalisation and intensified market competition, enterprises need to continuously 

improve efficiency and reduce costs, and employee turnover can cause huge human resource costs and 

productivity losses for enterprises [1]. At the same time, in the context of aging population and social 

transformation, employees have higher requirements for corporate culture and values, which also 

increase the risk of employee turnover. Therefore, it is important to study employee turnover analysis 

for enterprises to achieve sustainable development [2]. 

Data analysis plays an important role in employee turnover analysis. By collecting, organising and 

analysing a large amount of data, it can reveal the real reasons behind employee turnover and provide 

data support for the development of effective turnover prediction models [3]. At the same time, data 
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analysis can also help companies to predict the trend and assess the risk of employee turnover, so as to 

take appropriate measures to reduce the employee turnover rate. 

Machine learning also plays an important role in employee turnover analysis. By building machine 

learning models, it can more accurately predict whether employees will leave and provide decision 

support for enterprises to develop more scientific and effective human resource management strategies 

[4,5]. For example, by training on historical data, an exit prediction model can be built, which can predict 

whether employees will leave their jobs based on their personal information, performance evaluations, 

salary levels, and other factors, and provide corresponding interventions for enterprises [6]. 

Data analytics and machine learning play an important role in this field, which can help companies 

better understand the causes and trends of employee turnover and develop corresponding measures to 

reduce the employee turnover rate. 

2.  Data sources and data visualisation 

The dataset used in this paper is a non-open-source private dataset, which includes information on 

indicators such as employee satisfaction with the company, evaluation, number of projects, average 

monthly working hours, time spent in the company, workplace accidents, departures, promotions in the 

last 5 years, sales and salary. 

Statistical analysis of each data indicator is carried out to visualise the number of projects completed 

by employees, time spent in the company, work accidents and departures, and to observe the distribution 

of each employee on these indicators, and the results are shown in Figure 1. 

 

Figure 1. Visualisation and analysis. 

(Photo credit: Original) 

As can be seen in Figure 1, in terms of the number of projects completed, more than 4,500 employees 

completed 4 projects, ranking in the second category were those who completed 3 projects, most of the 

employees completed a total of 3-5 projects in a year, and only a very small number of employees were 

able to complete 6 and more projects. In terms of time spent by employees in the company, most of the 

employees were 3 hours, few were 2 and 4 hours and very few were more than 5 hours. In terms of 

accidents at work, more than 80 per cent of employees had no accidents at work and 2,000 employees 

had 1 accident at work. Similarly, in terms of turnover rate, more than 80% of the employees have not 

left the company, while around 3,000 employees have left the company during the year. 

A visual analysis of promotions, sales and salaries for the last 5 years was carried out to observe the 

distribution of individual employees on these indicators and the results are shown in Figure 2. 
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Figure 2. Visualisation and analysis. 

(Photo credit: Original) 

As can be seen in Figure 2, in terms of employee promotions in the last five years, it can be observed 

that only a very small number of people have completed career advancement. In terms of sales, it is 

more balanced across projects. In terms of employee salary, there is a stepwise decline from low to high. 

3.  Statistical Analysis of Separation Data 

In order to analyse the correlation between employee separation and the existence of various indicators, 

this paper takes whether to leave as a classification criterion, counts the distribution of separated and 

unseparated personnel in each indicator, and observes the correlation between each indicator and the 

existence of separation, and the results are shown in Figure 3. 

 

 

 

Figure 3. Visualisation and analysis. 

(Photo credit: Original) 
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As can be seen in Figure 3, employees who were promoted in the last 5 years did not leave the 

company, i.e. all employees who left the company were not promoted in the last 5 years. Also, the 

percentage of employees who left the company is higher for those who have worked for 5 years, which 

may be due to the fact that they have not been promoted in the last 5 years. On the other hand, those 

who have been with the company for more than 6 years did not leave, probably because they were 

emotionally attached to the company. A more interesting point is that those who did 7 projects left the 

company, while none of those who worked for more than 6 years left the company, which means that 

those who did more projects in a shorter year left the company. 

4.  Relevance analysis 

Pearson's correlation analysis is a commonly used statistical method to measure the strength and 

direction of a linear relationship between two variables. It can be used to derive the correlation 

coefficient by calculating the covariance and standard deviation of the two variables, which can take 

values ranging from -1 to 1. When the correlation coefficient is positive, it means that the two variables 

are positively correlated; when the correlation coefficient is negative, it means that the two variables are 

negatively correlated; when the correlation coefficient is close to 0, it means that there is no linear 

relationship between the two variables. In order to quantitatively explore the correlation of the indicators, 

Pearson correlation analysis was carried out to calculate the correlation coefficients between the 

indicators and to draw the correlation heat map, and the results are shown in Figure 4. 

 

Figure 4. Relevance analysis. 

(Photo credit: Original) 

From the correlation heat map we can see that no variable is correlated with each other and hence we 

can say that all the variables are uncorrelated. Hence without removing any feature we can use Random 

Forest Classifier to get the important features. 

5.  Method 

In order to predict the employee turnover rate, this paper uses various machine learning methods to train 

and predict the data for predictive analysis of employee turnover. A total of five machine learning 
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algorithms are introduced in this paper, which are Random Forest Model, Support Vector Machine 

Model, KNN Model, Plain Bayesian Model and Logistic Regression Model. 

Random forest model is an integrated learning algorithm based on decision tree, which is able to 

handle high-dimensional data and a large number of training samples, and is suitable for classification 

and regression problems [7]. 

Support vector machine model is a binary classification model, which achieves classification by 

finding the optimal hyperplane, has strong generalisation ability and robustness, and is widely used in 

text classification, image recognition and other fields [8]. 

KNN model is a classification algorithm based on proximity points, which determines the category 

to which the data to be classified belongs by calculating the distance between the data to be classified 

and the known data, and it needs to consider issues such as the choice of K value and distance metric 

method in practical applications [9]. 

Simple Bayesian model is a classification algorithm based on Bayes' theorem, which determines the 

category of the data to be classified by calculating the prior probability and conditional probability, and 

it is widely used in the fields of text classification, spam filtering and so on [10]. 

Logistic regression model is a generalised linear model for binary classification problems, which 

maps the input variables to the output variables by constructing a logistic function, and uses maximum 

likelihood estimation method for parameter estimation. It is widely used in the fields of advertisement 

click rate prediction and credit scoring. 

6.  Experiments and Results 

Dividing the training set and test set according to the ratio of 6:4, 60% of the data were used for training 

and 40% for testing, the variables of employees' satisfaction with the company, evaluation, number of 

projects, average monthly working hours, time spent in the company, and workplace accidents were 

used as input variables, and leaving (0 means not leaving, 1 means leaving) was the variable to be 

predicted, and the training and testing were carried out by using the Random Forest Model, the Support 

Vector Machine Model, the KNN Model, the Plain Bayesian Model, and the Logistic Regression Model, 

respectively, and the results are shown in Table 1. 

Table 1. Modelling evaluation.     

Classification Model Accuracy 

Random forest 0.988 

Support vector 0.951 

KNN 0.948 

Naive bays 0.804 

Logistic regression 0.772 

 

From the results, it can be seen that the best prediction result in terms of employee turnover rate is 

the Random Forest model with a prediction accuracy of 98.8%, followed by the Support Vector Machine 

model with an accuracy of 95.1%. Also, the KNN model achieved 94.8% accuracy. The plain Bayesian 

and logistic regression models had poorer accuracy rates of only 80.4% and 77.2%. 

7.  Conclusion 

This paper focuses on issues related to the analysis of employee turnover, aiming to help enterprises 

better understand the risk of employee turnover and improve their productivity and human resource 

management capabilities. Through the statistical analysis and visual analysis of various data indicators, 

we observe the distribution of each employee on these indicators, and take whether to leave as a 

classification criterion, count the distribution of separated and unseparated personnel in each indicator, 

and explore the correlation between each indicator and separation. 
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This paper adopts the Pearson correlation analysis method to quantitatively explore the correlation 

between the indicators. At the same time, Random Forest Model, Support Vector Machine Model, KNN 

Model, Plain Bayesian Model and Logistic Regression Model were used for training and testing to 

predict whether the employees will leave the company or not. Through the results, it was found that the 

best prediction result in terms of employee turnover was the Random Forest model with 98.8% 

prediction accuracy, followed by the Support Vector Machine model with 95.1% accuracy. Also, the 

KNN model achieved 94.8% accuracy. However, the accuracy of the plain Bayesian model and logistic 

regression model is poorer, only 80.4% and 77.2%. 

Overall, the findings of this paper show that there is a certain correlation between the indicators and 

that they can be used to effectively predict whether employees will leave their jobs through machine 

learning models. Enterprises can take appropriate measures to reduce employee turnover and improve 

productivity and human resource management capabilities based on these findings. 
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