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Abstract. Faced with the increasingly urgent issues of energy depletion and environmental 

pollution, various countries are actively supporting the new energy vehicle industry, making 

electric vehicle technology a focus of widespread attention among researchers. The Battery 

Management System (BMS) plays a crucial role in overseeing the power battery's operational 

parameters, with the estimation of the State of Health (SOH) being a pivotal function. Accurate 

estimation of SOH can improve the utilization efficiency and endurance of power batteries, 

extend their service life, and help users achieve the best balance between system safety and 

economic benefits. Machine learning methods provide a new solution to the SOH estimation 

problem. Without analyzing the complex aging mechanisms inside the battery, online SOH 

estimation can be completed by learning from historical aging data. In this study, the lithium 

battery dataset provided by NASA is used and trained through multiple linear regression models 

and support vector machine models to predict the SOH of lithium-ion batteries. The results 

demonstrate the accuracy and reliability of both methods in predicting SOH. Simultaneously, the 

prediction results of different feature values are compared to obtain the most accurate 

combination of feature values. 
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1.  Introduction 

Petroleum energy has a significant impact on human development and is widely used in various fields 

such as industry, agriculture, transportation, and national defense. However, as a non-renewable 

resource, petroleum not only faces the situation of depletion but also causes serious environmental 

pollution to human society. To address the issues of exhaust pollution and energy consumption, various 

countries have shifted their attention to electric vehicles. The widespread advancement of electric 

vehicles has emerged as an unavoidable direction for the future of transportation. 

With the increasing global demand for clean energy and new energy vehicles, lithium-ion batteries, 

as a key technology for energy storage, play an increasingly important role in electric vehicles, portable 

electronic products, and large-scale energy storage systems. However, the new energy vehicle industry 

is still in its early stages of development, and the technology of electric vehicles is far from mature 

compared to the internal combustion engine technology of traditional fuel vehicles. As the main energy 

source for pure electric vehicles, the basic characteristics of batteries determine the performance of the 

entire vehicle [1]. During use, batteries are prone to overcharging, over-discharging, and short-circuiting, 
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which can even lead to thermal runaway and cause fires, significantly impacting the driving safety of 

electric vehicles [1]. 

The Battery Management System (BMS) is the technical core of electric vehicles and is an important 

channel for coordinating the work between the battery pack and the motor [2]. Its main functions include 

the estimation of the state of charge (SOC), state of health (SOH), state of energy (SOE), peak power 

estimation, remaining useful life (RUL) prediction, balance control management, and thermal 

management. Among them, the SOH and RUL of the battery have the greatest impact on BMS. 

Machine learning technology has demonstrated significant promise in estimating battery health and 

predicting lifespan. Machine learning methods, especially deep learning, can learn complex patterns of 

battery aging by analyzing the historical working data of the battery, thereby achieving accurate 

predictions of battery SOH and RUL. Compared with traditional model-based methods, this approach 

can better handle the uncertainties and complexities in battery behavior and provide more accurate health 

status assessments. 

Precise estimation of battery health can optimize the charging and discharging strategies, prolong 

battery lifespan, and offer early warnings for potential failures, thus ensuring the safety of electric 

vehicles and energy storage systems. 

This research thoroughly examines the potential applications and challenges of machine learning in 

estimating the health state of lithium-ion batteries, aiming to enhance the accuracy and dependability of 

battery health estimation and lifespan prediction through a detailed analysis of battery aging data. By 

conducting these studies, it is anticipated to offer substantial technical support for optimizing battery 

management systems, ensuring the safe operation of electric vehicles, and facilitating battery recycling 

and reuse, thereby contributing to the advancement of new energy vehicles and sustainable energy 

systems. 

2.  Definition methods of lithium-ion battery SOH 

SOH reflects the current capacity of a lithium-ion battery to store electrical energy compared to a brand-

new battery, indicating its performance status throughout its entire lifecycle, quantified as a percentage 

[2]. At present, there is no clear indicator to define SOH internationally. Many parameters can be used 

to describe the performance status of a battery [3]. Common methods of defining SOH are divided into 

three categories [4]. 

(1) Maximum discharge capacity 

 SOH =
Cnow

Cnew
× 100% (1) 

In Equation (1), Cnow represents the current actual maximum discharge capacity of the battery, and 

Cnew represents the rated capacity specified by the manufacturer. The final output result is expressed 

as a percentage. 

(2) Actual change in internal resistance 

 SOH =
REOL−Rnow

REOL−Rnew
× 100% (2) 

In Equation (2), REOL represents the internal resistance of the power battery at the end of its life, 

Rnow represents the current internal resistance of the battery, and Rnew represents the internal resistance 

of a brand-new battery. The final calculation result is also expressed as a percentage. 

(3) Number of battery cycles 

 SOH =
Nremain

Ntotal
× 100% (3) 

In Equation (3), Nremain represents the remaining charge-discharge cycle count of the battery, and 

Ntotal represents the total charge-discharge cycle count. The final result is expressed as a percentage. 
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3.  Methods 

3.1.  Research motivation and dataset acquisition 

Gaining a thorough understanding of the working principle and aging causes of lithium-ion batteries is 

crucial for conducting research on the estimation of SOH [5]. Based on the historical data of lithium-

ion batteries, machine learning methods can fully mine features that reflect the aging trend of batteries, 

thereby achieving an accurate assessment of SOH. A comprehensive analysis of the aging causes of 

lithium-ion battery SOH throughout its entire lifecycle, coupled with the advantages offered by artificial 

intelligence, can effectively enhance the service life and prediction accuracy of onboard lithium-ion 

power batteries. This lays a solid foundation for the swift advancement of the new energy industry and 

lithium-ion power batteries [6]. 

This experiment adopts the NASA dataset [7,8], which is widely used in the study of the aging 

characteristics of lithium-ion batteries. The experiment uses 18650-type lithium-ion batteries and is 

conducted at a room temperature of 24°C. The aging test data for the lithium-ion batteries are acquired 

through repeated charging and discharging cycles, as well as impedance testing. 

3.2.  Multiple linear regression 

3.2.1.  Overview of multiple linear regression. Multiple Linear Regression (MLR) is a statistical analysis 

technique that examines the linear relationship between two or more independent variables (explanatory 

variables) and one dependent variable (response variable) [9]. Contrary to simple linear regression, 

which only considers the impact of one independent variable on the dependent variable, multiple linear 

regression takes into account the effects of multiple independent variables, allowing for a more 

comprehensive understanding of the relationships between variables. 

Multiple linear regression is widely used in various fields, such as demand analysis in economics, 

population studies in sociology, and disease risk assessment in medicine. Through multiple linear 

regression models, researchers can explore and quantify the impact of multiple factors on a phenomenon, 

providing a scientific basis for decision-making. 

Although the model established by multiple linear regression is a linear model, and the behavior of 

lithium-ion batteries is typically nonlinear, an analysis of the relationship between cycle count and SOH 

in the dataset reveals a certain linear correlation (refer to Fig. 1). This observation supports the notion 

that multiple linear regression can be employed to predict the SOH of lithium-ion batteries. 

 

Figure 1. Visualization image of SOH and cycles. 
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3.2.2.  Selection of feature values. The selection of feature values has a significant impact on the multiple 

linear regression problem, directly affecting the model's explanatory power, prediction accuracy, and 

generalization ability. Firstly, proper feature selection can eliminate independent variables that are 

irrelevant or weakly associated with the dependent variable, thereby improving the model's 

interpretability and more clearly revealing the relationships between variables. Secondly, reasonable 

feature selection helps reduce the complexity of the model, avoid overfitting, and thus improve the 

model's prediction accuracy and generalization ability. In multiple linear regression, too many features 

may lead to instability in model parameter estimation and an increase in variance, thereby reducing the 

model's predictive performance. Moreover, feature selection can also reduce the computational cost of 

model training and prediction, improving the model's computational efficiency. In summary, the 

selection of feature values is a key step in the multiple linear regression modeling process, having a 

decisive impact on the model's performance and application effectiveness. 

Therefore, in this study, all data in the dataset are analyzed to generate a heatmap of correlation with 

capacitance, which can then be used to select parameters with high correlation with capacitance as 

feature values. Fig. 2 is the correlation heatmap: 

 

Figure 2. Heat map of the correlation between various parameters and capacitance in the dataset. 

From the correlation heatmap, it can be seen that the cycle count has a very high correlation with the 

experiment time and capacitance, while the commonly considered variables such as voltage, current, 

and temperature do not have a high correlation with capacitance. Therefore, in using multiple linear 

regression to predict the SOH of lithium-ion batteries, it is proposed to select different feature values 

for five predictions to explore the impact of different feature values on the prediction results. The feature 

values used in the five predictions are as follows: 

(1) Full Model (B005_model_full_train): Uses all variables except capacity as predictor variables. 

(2) Model 1: Uses only cycle and current_load as predictor variables. 

(3) Model 2: Uses only date_time and current_load as predictor variables. 

(4) Model 3: Uses cycle, current_load, and temperature_measured as predictor variables. 

(5) Model 4: Uses voltage_load, current_load, and temperature_measured as predictor variables. 

3.3.  Support vector machine 

The Support Vector Machine (SVM) is a robust supervised learning algorithm employed for both 

classification and regression analysis. Its fundamental principle involves identifying an optimal 

hyperplane that segregates different classes of data points while maximizing the margin between the 

hyperplane and the nearest data points. These nearest points are termed support vectors, and they play a 

crucial role in determining the position and orientation of the hyperplane. 
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4.  Results and analysis 

4.1.  Analysis of the MLR model results 

4.1.1.  RMSE evaluation results. RMSE (Root Mean Square Error) is a widely utilized metric for 

assessing the performance of multiple linear regression models. It quantifies the average discrepancy 

between the predicted values and the actual values of the model, offering a quantitative evaluation of 

the model's predictive accuracy. In multiple linear regression, multiple independent variables are 

typically employed to predict the value of the dependent variable. Hence, an indicator that thoroughly 

accounts for the differences between each predicted value and the actual value is required, and RMSE 

serves as such an indicator. 

Firstly, RMSE serves as an indicator of the model's predictive accuracy. By calculating RMSE, one 

can gauge the magnitude of the model's prediction error. A small RMSE signifies high predictive 

accuracy, indicating that the model can accurately predict the value of the dependent variable. On the 

contrary, a large RMSE suggests low predictive accuracy, implying that the prediction results may not 

be reliable. 

Secondly, RMSE can also be used to compare the predictive performance of different models. In 

practical applications, multiple different multiple linear regression models may be established to predict 

the same dependent variable. By comparing their RMSE values, the model with the best prediction effect 

can be found. Generally, models with smaller RMSE are considered to be better models because they 

can more accurately predict the value of the dependent variable. 

By importing the NASA dataset and employing the multiple linear regression model with the feature 

values mentioned in Section 3.2.2 as inputs and the SOH as the output, the model can be trained to 

establish the optimal SOH estimation model. Fig. 3 illustrates RMSE results of each model: 

 

Figure 3. RMSE evaluation index of each model. 

From Fig. 3, it is evident that the algorithm model based on multiple linear regression can accurately 

estimate the SOH. The first four models all achieved good results in the test data, with RMSE evaluation 

indicators of 7.87%, 6.22%, 3.30%, and 6.27%, respectively. Among them, Model 2, which uses 

date_time and current_load as predictor variables, has a particularly obvious prediction effect. However, 

Model 4, which uses voltage_load, current_load, and temperature_measured as predictor variables, has 

an RMSE evaluation indicator as high as 26.07%, indicating that the model established with these 

feature values cannot reliably and accurately predict the changing pattern of lithium-ion battery SOH. 

4.1.2.  Scatter plot results of the model's fitted values and residuals. The scatter plot of the model's fitted 

values and residuals is a graphical tool used to check whether a linear regression model is suitable for 

the data. In linear regression analysis, the model is usually fitted to obtain predicted values, and residuals 

are calculated. The scatter plot of fitted values and residuals can help visually observe the model's fitting 

situation and the distribution of residuals, thereby evaluating the model's rationality and accuracy. Fig. 

4 is the scatter plot of fitted values and residuals in this study: 
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Figure 4. Distribution of residual values for each model. 

From Fig. 4, it can be seen that for the first four models, the residuals are relatively evenly distributed 

but show some fluctuations with the increase of fitted values. This is because, as mentioned in Section 

3.2.1, although the SOH graph generally shows linear correlation, the graph curve itself has fluctuations. 

This results in the residuals of the prediction results not being particularly evenly distributed. For Model 

5, the residuals show a higher degree of regularity, indicating that the predictions of Model 5 are not 

reliable. This also corroborates the results in Section 4.1.1. 

4.1.3.  Normal Q-Q plot results of model residuals. The normal Q-Q plot of model residuals is a 

graphical tool used to check whether the residuals of a linear regression model follow a normal 

distribution. In linear regression analysis, the residuals of the model are usually tested to ensure that the 

assumptions of the model are satisfied. The normal Q-Q plot is one of the commonly used testing 

methods. Specifically, in a normal Q-Q plot, if the residuals follow a normal distribution, the points 

should approximately align along a straight line. Conversely, if the points deviate significantly from a 

straight line, it indicates that the residuals do not adhere to a normal distribution. Fig. 5 is the normal Q-

Q plot of the residuals of the models in this study. From Fig. 5, it can be seen that the residuals of Model 

1 and Model 3 are most consistent with a normal distribution, while Model 2 generally shows a normal 

distribution but may have some outliers causing fluctuations in the distribution. The full model and 

Model 4 obviously do not follow a normal distribution, so it can be concluded that the predictions of the 

full model and Model 4 for the SOH are not reliable. 

Proceedings of  the 2nd International  Conference on Software Engineering and Machine Learning 
DOI:  10.54254/2755-2721/76/20240575 

120 



 

Figure 5. Normal Q-Q plots of residual values for each model. 

4.2.  Analysis of the SVM model results 

Since the performance of the multiple regression model in predicting nonlinear problems is not ideal, 

this study supplements the prediction of SOH with a support vector machine model. The SVR in this 

study uses cycle count as the feature value input and SOH as the model output for model training. Fig. 

6 is the result graph of the training: 

 

Figure 6. Support Vector Machine Fitting Function Results. 
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Figure 7. Comparison between predicted results and test data. 

From the results depicted in Fig. 7, it is evident that the algorithm model based on the support vector 

machine can accurately estimate SOH and achieve satisfactory results on the test data. Based on the 

experimental outcomes, it can be concluded that the feature value based on the cycle count has a robust 

mapping relationship with SOH, and the extracted feature values can accurately estimate SOH. 

5.  Conclusion 

With the clarity of environmental protection policies in various countries and the advancement of 

science and technology, electric vehicles are catching up with fuel vehicles with the support of policies, 

technology, and research and development investment. The future trend of electric vehicles surpassing 

fuel vehicles to occupy the mainstream market position is inevitable. To ensure the safe driving of 

electric vehicles and the efficient use of energy, it is necessary to manage and control lithium batteries 

well through the BMS. Accurate estimation of SOH is of great significance for the efficient use, 

maintenance, and economic analysis of lithium batteries. Therefore, this paper takes SOH estimation as 

the research goal and establishes a method for predicting the SOH curve using multiple linear regression 

and support vector machine, extracting key features that reflect the SOH. The following is a summary 

of the main work of this paper: 

(1) The current common definitions of SOH are summarized. 

(2) The correlation between this parameter and SOH in the dataset is analyzed, and more suitable 

parameters are found as feature values for prediction. 

(3) By using multiple linear regression models, it is proven that when date_time, current_load, and 

cycle are used as feature values, the prediction model will have more accurate effects, while the 

prediction effects of voltage_load, current_load, and temperature_measured as feature values, which are 

traditionally considered, are not reliable. At the same time, the multiple linear regression model has 

certain limitations in predicting nonlinear models such as SOH. 

(4) By using support vector machine models, it is proven that using cycle as a feature value can better 

predict the SOH curve. 

This paper has conducted related research on the prediction of battery SOH, but there are still the 

following issues that need to be studied: 

(1) In practical applications, the battery pack system is more complex and variable, and the life 

situations of individual battery cells also vary. Therefore, future work can focus on the state estimation 

of batteries in battery packs, making the research work more meaningful for engineering practice. 

(2) SOH estimation is just one indicator of the state estimation function of the battery management 

system, which also includes the estimation of the state of charge, power state, and energy state. Various 
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states of the battery are interrelated and affect each other's estimation accuracy. This paper only studies 

SOH and does not consider the joint estimation of other states and their health status. Therefore, future 

research can concentrate on the joint estimation of SOC and SOH. This joint estimation approach can 

further enhance the monitoring accuracy of BMS. 
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