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Abstract. Improved early detection and intervention can lessen the substantial health and 

financial burden of type 2 diabetes (T2D). In order to achieve early prediction of diabetes, an 

approach for diabetes prediction based on Gradient Boosting Decision Tree (GBDT) was 

proposed in the present study. The feature selection approach based on GBDT was designed to 

identify the most relevant features, where GBDT builds a powerful model by combining 

multiple weak classifiers, which can reduce the risk of overfitting and improve the model 

generalization ability. Condition prediction was performed based on GBDT and the filtered 

features, and the truncation value of the feature was calculated. The experimental results in the 

paper showed that the Area Under the Curve (AUC) value of GBDT was 0.9788, which was a 

big improvement compared with other studies; the AUC value based on glycated hemoglobin 

level was 0.7307, and the cutoff value of glycated hemoglobin level was about 6.8, which was 

very accurate. The prediction of diabetes based on GBDT can help patients to understand 

whether they have diabetes initially based on their own glycated hemoglobin values, and it can 

also help clinicians to make more objective judgments in clinical diagnosis in order to judge 

the patient's situation and subsequent monitoring of the condition, making an excellent 

contribution to the control of the patient's condition. 

Keywords: GBDT, Type 2 diabetes, Machine learning, Cutoff value of glycated hemoglobin 

level. 

1.  Introduction 
Diabetes is one of the most common chronic diseases in the world. Expected to reach 643 million 

people by 2030 and 783 million by 2045, diabetes affects 10 percent of the global population, 

according to the International Diabetes Federation (IDF). Treating and curing the mostly preventable 

complication requires most of the cost, accounting for nearly $1 trillion in spending [1]. Most of the 

traditional methods of treating diabetes are medications, which do not cure or lead to remission of the 

disease. Moreover, manual diagnosis is subjective, and different diagnostic result may be attribute to 

different clinical experience and expertise of physicians or the diversity of patients' disease 

manifestations [2]. Machine learning technology has advanced quickly in recent years, making it a 

useful tool for objective and affordable disease detection. M. Deberneh and colleagues made 

predictions with accuracies ranging from 71% to 73% using logistic random forest, regression, 

XGBoost, support vector machine, and integrated machine learning methods based on these factors [3]. 

Detecting outliers in these high dimensional data by isolation forest method, multivariate iterative 
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method based on extreme random tree (extra tree) regression to interpolate missing values, 

hierarchical splitting strategy, for predicting the risk of diabetes mellitus in the presence of class 

imbalance, machine learning was used by Sadeghi et al., deep neural network (DNN) with an accuracy 

of 0.856. The accuracy of DNN was found to be 0.856. The accuracy of Sadeghi et al. reached 0.856 

[4]. With the data from the China Health and Retirement Longitudinal Study (CHARLS), Bu et al. 

used screened the variables for the best predictors of the model based on 10-fold cross-validation 

LASSO regression analysis,and the predictors of frailty in diabetic patients were daily living activities 

and marital status, which was showed by multivariate logistic regression analysis. For the internal 

validation and predictive model set the Area Under the Curve (AUC) values were 0.881 (95% CI 

0.829-0.934) and 0.912 (95% CI 0.887-0.937) respectively [5]. Different data processing methods and 

different models based on different predictions of diabetes obtained excellent performance, but DNN, 

random forest, and support vector machine consist of a large number of parameters and complex 

structure so the interpretability is limited; logistic regression can't fit the training data well, and the 

ability to handle complex data will be limited. Since XGBoost is easy to be used on the training data 

and is prone to overfitting on the training data because of the high complexity of the model, it leads to 

a decrease in generalization ability. In this study, Gradient Boosting Decision Tree (GBDT) was used 

for feature selection and accordingly GDBT-based diabetes prediction was performed again and the 

cut-off value of glycated hemoglobin level was calculated. 

2.  Methods 

2.1.  Diabetes data sets 

In this study the dataset was obtained from the Kaggle website diabetes prediction. This dataset was 

collected from 10,000 samples and five characteristics of each sample were captured: gender, 

hypertension, smoking history, Body Mass Index (Body Mass Index, BMI), HbA1c_level (glycated 

hemoglobin level), and blood glucose level. Among them, 59% were male and 41% were female, and 

the mean age was about 42 years. This dataset is rich in data types and has sufficient amount of data, 

which is suitable for use in this study (Figure 1). 

 

Figure 1. The visualization of data distribution of the dataset 

2.2.  Feature screening based on Pearson's correlation  

Pearson's correlation coefficients are probably the two most commonly used correlation coefficients in 

medical research [6]. Pearson's coefficients are filtered algorithms in the field of feature selection, used 
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to measure the correlation between two variables, which can be used to understand the relationship 

between a feature and the corresponding variable in a simple and clear way. Pearson's coefficient 

presents the relationship between variables in a numerical way and is directional, taking the value of the 

interval of [-1, 1], and the value closer to 0, the weaker the correlation of the feature. 

The two sets of data were first subjected to the Z-score, which is the distance of the data from the 

center in a normal distribution, and it is equal to the variable minus the mean divided by the standard 

deviation. Denoting the Pearson's correlation coefficient by r, the formula is as follows.  

R =
lxy

√lxxlyy
=

∑
(x−x̄)(y−ȳ)

(n−1)
n
i=1

√∑
(x−x̄)2

(n−1)
n
i=1 ⋅√∑

(y−ȳ)2

(n−1)
n
i=1

(1) 

where R indicates the Pearson's correlation, x and y was two variables, x̅ and y̅ denoted the mean of 

the two variables respectively, n denoted the number of samples. The calculation is completed to get 

the results based on Pearson's correlation coefficient for visualization. 

 

Figure 2. Visualization results of feature selection based on Pearson's coefficient 

 

Figure 3. Feature Selection Heat Matrix Diagram 

Proceedings of  the 2nd International  Conference on Software Engineering and Machine Learning 
DOI:  10.54254/2755-2721/67/20240644 

117 



From the final visualization, the most relevant features are glycated hemoglobin levels and blood 

glucose levels, which are moderately correlated. The distribution of the prevalent population was further 

analyzed for these two features (Figure 2 and Figure 3). Diabetics have higher blood glucose levels. 

There is almost no distribution of diabetic patients with blood glucose levels ≤100; blood glucose 

levels >100 begin to have patient divisions, peaking at around 160; and blood glucose levels >200 are 

almost exclusively diabetic (Figure 4(a)). Diabetic patients have higher glycosylated hemoglobin levels. 

Glycosylated hemoglobin levels ≤5 had almost no distribution of diabetic patients; glycosylated 

hemoglobin levels >5 began to branch out and peaked at around 6; and glycosylated hemoglobin 

levels >7 were almost exclusively diabetic (Figure 4(b)). 

 

Figure 4. Population Distribution. (a)The distribution of blood glucose level. (b)The distribution of 

HbAlc level. 

2.3.  Models 

2.3.1.  GBDT 

This study accomplished diabetes prediction based on GBDT. The computational process of GBDT 

prediction: GBDT first initializes a base model to predict the input sample (x) in the 0th round to get the 

initial prediction value. Then train a decision tree, calculate the residual between the prediction value of 

the previous round of the model and the true target value, and use this residual as the target value to train 

a new decision tree, which aims to accurately predict the residual of each training sample as much as 

possible Finally, the prediction result of this new decision tree is multiplied by the learning rate and 

added to the cumulative prediction result of all the previous decision trees, so as to update the prediction 

of the model. 

Suppose a GBDT model containing N decision trees are trained, for each decision tree (T_i) , its 

prediction of the sample (h_i(x)) is calculated and multiplied by the corresponding learning rate. After 

a set number of iteration rounds, forming the final prediction model requires the accumulation of the 

predictions from all decision trees. The final predicted values are as follows. 

F(x) = F0(x) + η ∑ hi
N
i=1 (x) (2) 

GBDT approximates the true value by accumulating the predictions of the residuals from each round 

of according to the number of registers. 
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2.3.2.  Other models 

The performance of GBDT was compared with those of other classical machine learning models. 

Logistic regression provides an effective and powerful way of analysing the effects of a set of 

independent variables by iteratively identifying the strongest linear combinations of variables with the 

highest probability of detecting an observation, using linear regression components reflected on a 

logarithmic scale [7]. Decision trees allows segmentation, prediction, identification-interrelation and 

recoding, given a wide range of possibilities and the results that can be easily understood by any user [8]. 

And in a random forest model, each of the trees in the algorithm evaluates each new case, and in the case 

of classification, the predicted outcome is the majority class, or in the case of regression, is the average 

of all predictions [9].Because its internal structure is an ensemble of shallow decision trees, AdaBoost is 

considered a typical black box that uses weighted majority voting to classify data instances [10]. 

XGBoost which follows the same rule fo gradient boosting, uses the objective function, tree size, and 

weighting, controlled by standard regularization parameters, to reduce overfitting and improve 

performance [11]. DNN learns data features and patterns through multiple layers of neurons, consisting 

of an input layer, hidden layer, activation function, forward propagation, loss function, back propagation, 

and a process of repetitive training to achieve prediction and classification of complex tasks. 

2.4.  Training process 

In this study, using the characteristics as independent variables and the presence of diabetes as 

dependent variable, 70% of the data was used for training, while the remaining 30% was used for 

prediction testing. The parameter was set to 50, this parameter set the random seed to ensure 

reproducibility.  

Several metrics were evaluated with respect to Recall Rate, F1 Score, Predictive Value, Accuracy 

and Area Under the Curve (AUC). In the medical field, recall rate and accuracy are crucial, so these two 

will be used as important evaluation criteria. After obtaining the model, the Receiver Operating 

Characteristic curve (ROC) and AUC values are calculated based on the result of feature screening in 

the previous section, i.e., glycated hemoglobin, and then the AUC curve is plotted. ROC curve specific 

process is as follows. 

TPR =
TP

(TP+FN)
(3) 

FPR =
FP

(FP + TN)
(4) 

where TP denotes the number of True Positive cases, FN denotes the number of False Negative cases, 

FP denotes the number of False Positive cases and TN denotes the number of True Negative cases. 

A common method for determining the cutoff value is the Youden Index maximum point [12], in this 

experiment, the cut-off value of glycated hemoglobin was obtained by calculating the Youden Index. 

Youden Index is calculated as follows. 

Sensitivity =
TP

(TP+FN)
(5) 

Specificity =
TN

(TN+FP)
(6) 

Youden Index = Sensitivity + Specificity − 1 (7) 

After calculating the Youden index for each categorical threshold, the largest 1categorical threshold 

is then the cutoff value for glycated hemoglobin. 

3.  Results and discussion 

For AUC, the value of GBDT reaches 0.9788, but the decision tree is only 0.8554 (Figure 5(a)). For the 

prediction value, the value of GDBT is 0.9804, with poor decision tree performance and other mediocre 

performance (Figure 5(b)). For the recall rate, the value of GBDT is 0.9992, with poor decision tree 
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performance and other mediocre performance (Figure 5(c)). Considering the accuracy rate, the GBDT 

value is 0.9717, which is close to AdaBoost, but the decision tree and logistic regression perform poorly, 

and the other performances are mediocre (Figure 5(d)). And for the F1 score, the value of GBDT is 

0.9847, which is close to that of AdaBoost, but the decision tree and logistic regression perform poorly 

(Figure 5(e) and Table 1). 

 

Figure 5. Metrics visualization. (a)Value of AUC for each model. (b)Value of precision for each model. 

(c)Value of recall for each model, (d)Value of accuracy for each model. (e)Value of f1-score for each 

model. (f) Receiver Operating Characteristic curve of the model for glycated hemoglobin level. 

Table 1. Evaluated metrics for each model 

 GBDT 
Logistic 

regression 
Decision tree 

Random 

forest 
AdaBoost XGBoost DNN 

AUC 0.9789 0.9544 0.8546 0.9640 0.9788 0.9772 0.9644 

precision 0.9874 0.8270 0.7019 0.951 0.9689 0.9457 0.8845 

recall 0.9992 0.9886 0.9707 0.9968 0.9980 0.9963 0.9925 

accuracy 0.9717 0.9546 0.9513 0.9696 0.9713 0.9703 0.9609 

F1-score 0.9848 0.9755 0.9733 0.9836 0.9845 0.9804 \ 

 

For glycated hemoglobin level the model AUC value is 0.7307 The cut-off value for the glycosylated 

blood red level is approximately 6.8. Compared with models such as logistic regression, GBDT can 

achieve better performance for the following possible reasons. The image of the data set above reflects 

that although this data set has a large number of samples and types, most of them show nonlinear 

correlation without strong regularity, and the results presented by the linear model may be less than ideal, 

while GBDT captures the nonlinear relationship of the data through the combination of the decision tree, 

so it can show the ideal results. GBDT is robust to outliers and data noise, which can improve the 

stability of the model. 

There are still some limitations in this study. The blood glucose level in the dataset refers to the 

amount of glucose in the blood at a given time, but it did not specify what time period the level is. And 

for the hypertension condition data the degree of hypertension condition is not specified, but only a 
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simple distinction between 0 and 1 is made. Although the AUC value of the diabetes prediction model 

based on GBDT alone was very high, for glycated hemoglobin level the model AUC did not reach a very 

high value. 

4.  Conclusion 

This study demonstrated the prediction of diabetes mellitus based on GBDT model and its AUC value 

was 0.9788, for glycated hemoglobin level the model AUC value was 0.7307. The cut-off value for the 

glycosylated blood red level was approximately 6.8. Diabetes prediction based on GBDT has a wide 

range of future developments, such as personalized medicine, intelligent health management, and 

building larger and more diverse datasets to enrich patient characteristics. The active use of GBDT will 

also lead to a better lifestyle and environment for human beings in the future. 
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