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Abstract. This paper explores three fundamental machine learning techniques—linear 

regression, k-means clustering, and decision trees—and their applications in predictive modeling. 

In the era of data proliferation, machine learning stands at the intersection of computer science 

and artificial intelligence, playing a pivotal role in algorithm and model development for 

enhanced predictions and decision-making. The study delves into the intricacies of these 

techniques, starting with a focus on linear regression, a supervised learning algorithm for 

establishing relationships between independent and dependent variables. The process involves 

data preparation, exploration, feature selection, model building, and evaluation. A practical 

example demonstrates the application of linear regression in analyzing the relationship between 

income and happiness. The exploration then extends to k-means clustering, an unsupervised 

learning algorithm used for grouping unlabeled datasets into distinct clusters. The iterative nature 

of k-means involves assigning data points to clusters based on centroid proximity, contributing 

to efficient data exploration. A graphical representation illustrates the step-by-step process of 

data point grouping and centroid recalibration. The advantages of k-means, including 

computational efficiency and simplicity, are discussed, along with considerations such as 

sensitivity to initialization and the manual specification of the number of clusters. The paper 

concludes with an examination of decision trees, versatile algorithms used for both classification 

and regression tasks. Decision trees construct hierarchical structures based on features, 

facilitating straightforward decision-making processes. A practical example illustrates how 

decision trees assess credit risk based on credit history and loan term. The strengths of decision 

trees, such as visual representation and non-linear pattern capture, are outlined, alongside 

considerations like overfitting. In summary, this paper provides insights into the strengths, 

limitations, and applications of linear regression, k-means clustering, and decision trees. These 

techniques offer valuable tools in data analysis and prediction, with their effectiveness dependent 

on specific problem domains and datasets. The study contributes to a comprehensive 

understanding of these machine learning methods and suggests future research directions, 

including exploring advanced variations and real-world applications. 

Keywords: Machine Learning, Data Science, Predicting Model, Regression, Decision Trees, K-

means Clustering, Supervised Learning, Unsupervised Learning, Data Prediction, 

Computational Efficiency. 

1.  Introduction 

As the society is filled of the data which recently keep proliferating. The machine learning represents a 

groundbreaking field at the intersection of the computer science and the artificial intelligence (AI) [1], 

where the primary goal is focusing on the algorithm and the model to make a better prediction, or even 
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the decision. Thus, the machine learning has played a progressively role in human science since 20th 

century and it can execute the manual projects that transcend our abilities1.  Essentially, it gives the 

machine the ability to learn patterns or models, make the decision, and take the actions based on the 

data. Among the vast of the machine learning, there exists several specialized methods, such as 

supervised learning and unsupervised learning [2], where supervised learning is a subset of machine 

learning where algorithms are trained using labeled datasets to classify data or make predictions [1]. On 

the other hand, unsupervised learning involves using machine learning algorithms to analyze and cluster 

unlabeled datasets. They both includes varieties of algorithms which they each uniquely have their 

strengthens and characteristics. In this context, this paper is going to delve into three of these detailed 

methods which are the simple linear regression, the k-means clustering, and the decision tree, after that 

you will see what the differences are. Firstly, the simple linear regression is a technique used to find the 

relationship between independent variable and the dependent variable, modelling by a straight-line 

relationship, and it is used to analyze the labeled data which basically just add meaningful tags or labels 

or class to the observations [3]. For k-means clustering, it is an iterative algorithm that aims to divide a 

dataset of ‘n’ data points into ‘k’ clusters or groups [4], and the k-means clustering is used in the 

unlabeled data which is the opposite of the linear regression. Lastly, the decision tree is the non-

parametric supervised learning algorithm, which is used for both classification and regression tasks [5]. 

2.  Linear Regression 

2.1.  Algorithm 

Linear regression is a supervised learning algorithm used for regression tasks. Its primary objective is 

to establish a linear relationship between a dependent variable (target) and one or more independent 

variables (features) [3]. The regression model describes the relationship variables by fitting in a line 

based on the data [6]. This equation can then be used for prediction and commonly the equation is  

 𝑌 =  𝑏0 +  𝑏1𝑥 + 𝜖  (1) 

, where the b_0 stands for the intersection of the line and Y-axis, and b_1 represents the slope of the 

line, and the error in the resultant prediction is donated by 𝜀 [7]. It is kind of the same as the linear 

formula, except the linear regression contains the error, because it is going to find the best prediction 

based on a brunch of data. When dealing with the linear regression model, there are several steps to be 

followed.  

When working with a linear regression model, a systematic approach is crucial for achieving accurate 

and meaningful results. The first step in this process is obtaining the necessary data, ensuring it is 

comprehensive, clean, and well-structured. Subsequently, the exploration of the dataset is paramount, 

involving the calculation of descriptive statistics and the creation of visualizations to gain insights into 

the data's distribution and characteristics. Slicing the data, or selecting relevant features and target 

variables, comes next, a critical step in preparing for model creation. Building the linear regression 

model itself is the subsequent phase, where mathematical relationships between the variables are 

established. Finally, evaluating the model is imperative to assess its predictive performance, employing 

metrics like mean squared error or R-squared to quantify its accuracy and reliability. These sequential 

steps in linear regression modeling ensure a methodical and well-informed approach to data analysis 

and prediction [6]. Figure 1 will give you a better visualization, where it begins with data preparation, 

where raw data is organized into features and target variables. Feature extraction refines these features 

to enhance the model's ability to capture patterns. Next, a suitable machine learning model is selected 

and trained on the data. The model's performance is then assessed by comparing its predictions to the 

actual training data, using quality metrics to quantify its accuracy. This evaluation informs adjustments 

to the machine learning algorithm or pipeline, with the goal of improving the model's ability to 

generalize and make accurate predictions on new, unseen data [8]. 

Proceedings of the 4th International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/79/20241551

125



 

Figure 1. ML model 

2.2.  Application 

Starting with a detailed example about linear regression by discussing the relationship of a person’s 

happiness comparing to his/her income to illustrate about the method. From the website of Bevans, 

Rebecca, it shows us a data set with 498 observations. In the dataset, it gives us a list of the value of the 

happiness and its corresponding income [9]. Then next thing to do is importing the data in your 

programming tools. Step 2 is crucial, as it involves verifying whether the data meets the assumptions of 

linear regression, such as linearity, independence of errors, and normality of residuals. Step 3 involves 

performing the linear regression analysis itself, estimating coefficients and assessing statistical 

significance. After regression analysis, Step 4 involves checking for homoscedasticity, which examines 

whether the variability of the residuals is constant across different levels of the independent variables. 

Lastly, in Step 5, the results can be visualized using various plots and graphs, such as scatterplots, fitted 

line plots, or residual plots, to help interpret the model and assess its goodness of fit. These steps 

collectively guide the process of using linear regression to gain insights and make predictions from data. 

In this example, it calculates the relationship or effect between the independent variable and the 

dependent variable, in this case is income and happiness, by using the lm() function which is linear 

model. Then you can use the summary function which will return a table, in the following image, of 

showing the minimum, maximum, the first quartiles, the residuals and so many other information to 

help you get the equation. Through these outcomes, it can build a regression equation by the given data 

set. What’s more, you can also check the p-value (2.2e-16 < 0.001) to indicate if the predicted model 

fits the data. Furthermore, you will finally find out there is a positive relationship between income and 

happiness with a slope 0.713, which means that for every unit increase in income, the value of the 

happiness will increase 0.713 as well.   

Table 1. Summary of Residuals 

Min 1st Quartile Median 3rd Quartile Max 

-2.02479 -0.48526 0.04078 0.45898 2.37805 

Table 2. Summary of Coefficients 

 Estimate Std Error T Value Pr(|t|) 

(intercept) 0.20427 0.08884 2.299 0.0219 

income 0.71383 0.01854 38.505 2e-16 
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Table 3. Summary of residuals standard error 

Residual standard error: 0.7181 

Multiple R-squared: 0.7493 Adjusted R-squared: 0.7488 

F-statistic: 1483 on 1 and 496 DF p-value 2.2e-16 

 

In addition to only represent the data table, it is also useful to use the graph to represent which will 

be easier to visualize. In the example, there is only one variable, thus it can be used a scatterplots graph 

to represent all the data and create a best-fit line to estimate the prediction by using geo_smooth() 

function, typing in lm method [9]. The figure 2 will show you the outcome figure with the estimated 

linear equation which has the best description of the predicted line.   

 

Figure 2. (the predicted line of the income and happiness score) 

2.3.  Cons and Pros 

Linear regression offers several advantages, particularly excelling when data exhibits linear separability. 

Its simplicity makes it easy to implement, interpret, and train, making it accessible to a wide range of 

users. Furthermore, it can effectively mitigate overfitting through techniques like dimensionality 

reduction, regularization, and cross-validation. Additionally, one notable benefit is its capability for 

extrapolation, allowing it to make predictions beyond the scope of the training data. However, linear 

regression comes with its share of limitations. Its fundamental assumption of a linear relationship 

between dependent and independent variables can lead to suboptimal results when dealing with 

nonlinear data. It is also sensitive to noise and outliers, potentially impacting the model's accuracy. 

Moreover, multicollinearity, the presence of highly correlated independent variables, can pose 

challenges, causing instability in coefficient estimates and making it harder to interpret the individual 

effects of predictors. Careful consideration of these pros and cons is essential when deciding whether to 

use linear regression in a specific modeling task [7]. 

3.  K-means 

3.1.  Algorithm 

K-means is an unsupervised learning and used for the unlabeled data. Its primary goal is to find groups 

in the data where the groups are represented by the variable K [10]. Specifically, K-means is to partition 

a dataset into distinct groups, or clusters, based on the similarity of data points [11]. The algorithm 

begins by randomly selecting K initial cluster centers, where K represents the desired number of clusters. 

Then, it iteratively assigns each data point to the nearest cluster center and recalculates the centroids of 

these clusters. This process continues until convergence, where the cluster assignments no longer alter 
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significantly, or a predetermined number of iterations is reached. In other words, K-means clustering is 

like organizing a collection of items into distinct groups. You start by deciding how many groups you 

want, which is the "K" in K-means. Then, the algorithm goes through each item and assigns it to one of 

these groups, making sure that each item belongs to exactly one group. The idea is to create groups 

where the items within each group are like each other and different from items in other groups.   This 

way, you can uncover patterns or similarities in your data by organizing it into these non-overlapping 

clusters [11]. In this process, finding the center seems intuitively to find the average of all the points 

[12]. Thus, in algebraically, it can be expressed as equation (2). 

 𝑐𝑘 =
1

|𝑆𝑘|
∑ 𝑥𝑝𝑝𝜖𝑆𝑘

 (2) 

where 𝑐𝑘 denotes as the centroid of the kth cluster,  𝑥𝑝 used to group a set of P points, denoted as 𝑥1, 

𝑥2, …, 𝑥𝑝, and 𝑠𝑘 means all the points in each cluster, which those points belonging to kth cluster as 

equation (3) [12]. 

 𝑆𝑘 = {𝑝 | 𝑖𝑓 𝑥𝑝 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑐𝑙𝑢𝑠𝑡𝑒𝑟} (3) 

Finally, when clustering the points into groups, it's obvious that each point should belong to the group 

whose center is closest to it. To put it in math terms for a specific point 𝑥𝑝, It can be said that this point 

should be part of the cluster where the distance between the point and the cluster's center (called centroid 

which is ∥ 𝑥𝑝 − 𝑐𝑘 ∥2) is the smallest. In mathematically, the point 𝑥𝑝  belongs to or cluster k if it 

satisfied the equation (4) [12]. 

 𝑎𝑝 = argmin
𝑘=1,...,𝑘

∥ 𝑥𝑝 − 𝑐𝑘 ∥2  (4) 

3.2.  Application 

In K-means model, it is easy and obviously to understand the process by showing the graph. In Figure 

3, Step 1 gives you the distribution of the data, representing by the points. Then it will be grouping into 

several clusters randomly, which the colored dots are very scattered in the Step 2. Also, it will be setting 

the centroid randomly where they are shown in several big circles in Figure 5. Then the next step is 

going to calculate or measure the distance between each centroid and all the points, which there are 

many methods to achieve that, such as the Euclidean Distance, the Cos Similarity, and the Manhattan 

Distance where the Euclidean Distance, shown in the equation (5), is a measure of straight-line distance 

between two points in space by using the Pythagorean Theorem,  

 𝑑 = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 (5) 

the Euclidean Distance is a metric used to measure the similarity between two vectors by calculating the 

cosine of the angle between them [13], and the Manhattan Distance is measured the two points along 

the axes at the right angles [14]. After calculating the distances, you will know the distances of the data 

points to each centroid and you can group these points, in this case filling the same color as the centroids 

and Step 4 will show you how will the points be distributed. Furthermore, you can re-center the previous 

centroids to the new central place, or the average of the grouping points which is shown on the Step 5. 

It might not be able to cluster assignments no longer alter significantly at the first iteration. Rather than 

that, you should keep iterating until the centroid never change. Then Step 6 provides the results. 
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Figure 3. process of Decision Tree method 

3.3.  Cons and Pros 

K-means clustering offers several advantages. Firstly, it exhibits high performance, being 

computationally efficient and capable of handling large datasets. Secondly, it's easy to use and 

understand, making it accessible to users with various levels of expertise. Thirdly, it can be applied to 

unlabeled data, allowing for data exploration and insight discovery. Finally, K-means results are 

relatively straightforward to interpret, as clusters are well-defined. However, there are drawbacks to 

consider. K-means can be sensitive to initializations, leading to varying results in different runs. It also 

assumes that clusters are spherical in shape, which may not be appropriate for all datasets. Additionally, 

the method requires users to manually specify the number of clusters (K), which can be challenging 

without prior knowledge. Lastly, K-means tends to create clusters even when the data may not naturally 

exhibit distinct groupings, potentially leading to over-segmentation [15]. 

4.  Decision Tree 

4.1.  Algorithm  

A decision tree is a popular machine learning algorithm used for both classification and regression tasks. 

In Figure 4, a decision tree is a tree-like structure which consists of several key components. At its outset 

is the root node, which represents the entire dataset and subsequently branches into two or more 

homogeneous subsets during the splitting process. These divisions occur at decision nodes, where the 

tree makes choices based on specific criteria or features. At the terminus of each branch lie the leaf or 

terminal nodes, signifying final outcomes or classifications. To optimize the tree's efficiency and prevent 

overfitting, the process of pruning is employed, removing sub-nodes and simplifying the structure. 

Together, these components create a hierarchical structure, with branches and sub-trees representing 

different sections of the overall decision-making process, and nodes forming parent-child relationships 

as they divide and inherit attributes [16].  
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Figure 4. A basic structure of a Decision Tree [16] 

In a decision tree, each node acts like a question about a specific characteristic or feature of the data. 

When you answer the question, you follow an edge to the next node, which asks another question based 

on your answer. This process keeps repeating, forming a tree-like structure, until you reach a final 

answer or outcome at the end of a branch. It's like a series of yes-or-no questions that guide you to a 

conclusion step by step. 

4.2.  Application 

To have a better understanding about the process of the Decision Tree. Table 4 shows you the data we 

are using for next and there are 6 Safe loans and 3 Risky which is the predicted response. The term 

column represents the number of years that the person needs to pay the loan and the credit means their 

credit history. 

Table 4. The Data 

Credits Term Income Y 

Excellent 3 yrs High Safe 

Fair 5 yrs Low Risky 

Fair 3 yrs High Safe 

Poor 5yrs High Risky 

Excellent 3 yrs Low Safe 

Fair 5yrs Low Safe 

Poor 3 yrs High Risky 

Poor 3 yrs Low Risky 

Fair 3 yrs High Safe 

 

The next step is going to check whether the data is satisfied the certain decision node which is 

“Credit?” in Figure 5, then it will, in this case, split to 3 tracks which tells us if the person’s credit is 

either excellent or fair or poor and, in the figure, two individuals, both initially possessing excellent 

credit, continue to maintain a safe loan status as predicted. Meanwhile, three individuals with an existing 

excellent credit history are projected to maintain a safe loan status. Also, there is a people have a fair 

credit will have a safe load status. One individual, initially categorized as having fair credit, is anticipated 

to transition to risky loan status. Lastly, three individuals already possessing poor credit are expected to 

retain their predicted risky loan status. In figure 6, By factoring in the "term" parameter, one can 

effectively evaluate the credit statuses of individuals based on their chosen loan durations. Among the 
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four individuals who have selected a 3-year loan term, a majority are expected to maintain a safe loan 

status, while two individual is predicted to fall under a risky loan status. Conversely, among the three 

individuals who have committed to a 5-year loan term, one group is projected to have a safe loan status 

(1 person), while the other group is foreseen to carry a risky loan status (2 people). This refined 

perspective offers a more comprehensive insight into the credit dynamics of individuals based on their 

individual loan terms. 

 

Figure 5. filtering by the parameter Credit 

 

Figure 6. filtering by the parameter Terms 

During this process, you can check the error of each parameter or how good will be the parameter 

using in the model by taking the mistakes, in this case is the person’s past loan status is not the same as 

his/her predicted status, divided by the total number, for instance for the Figure 10, there are 1 (0 + 1 + 

0) mistakes, and the total number is 9, thus the error will be 1 over 9 which is approximately 0.11. The 

same idea for the Figure 11, the error will be 3 over 9 which will be approximately 0.33. Next, by 

comparing the error, it can tell that using the parameter credit will be the winner. In this example, even 

though it is not that complicated, at least you might have a basic idea about what is the decision tree and 

how it works usually. 
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4.3.  Pros and Cons 

Decision trees offer several advantages in machine learning. They provide a straightforward, visual 

representation of decision-making processes and excel at capturing non-linear patterns in data. Moreover, 

they prove useful in predicting missing values and are compatible with feature engineering techniques. 

However, it's crucial to be mindful of potential disadvantages, such as the risk of overfitting and the 

sensitivity of decision trees to small variations in input data. To mitigate these concerns, balancing the 

dataset before model training is often necessary for optimal results [17]. 

5.  Conclusion 

This paper delved into three fundamental machine learning techniques: linear regression, k-means 

clustering, and decision trees. These methods were applied to a dataset, leading to the identification of 

insightful patterns and insights. The findings emphasized the strengths and limitations of each technique. 

Linear regression effectively modeled relationships between variables, k-means clustering proved useful 

for data point grouping, and decision trees offered interpretability and decision-making abilities. These 

techniques possess broad applications across various fields, with their effectiveness depending on the 

specific problem and dataset. This study contributes to an enhanced understanding of these techniques 

and their potential for data analysis and prediction. Future research opportunities include exploring 

advanced variations of these methods and their application in real-world contexts. In summary, linear 

regression, k-means clustering, and decision trees retain their significance as essential tools in the realm 

of data analysis, offering valuable insights and predictive capabilities. 
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