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Abstract. Stock market prediction has been a popular area of research for years. Machine 

learning, as a fast-developing popular algorithm, is applied to stock market prediction by many 

previous researchers to better solve the time series involving problems over the changing prices. 

Different from traditional machine learning algorithms that focus on stock prices only, this paper 

gives a brief description and review of stock price predictions models that contain sentimental 

analysis over the recent paper works. Different from the prices in number format, sentimental 

analysis is more based on textual information extraction and mining, converting them into usable 

input to pass to a prediction model. This extends the prediction model's takeable input domain 

and strengthens the accuracy. To better classify the differences between the models, discussion 

and introduction are given based on different model types about whether they are traditional type 

or deep neural network embedded. Even though traditional types of models are more popular for 

sentimental analysis and neural networks perform better in prediction tasks, traditional methods 

are relatively easy to build or train with more explainability, compared to deep learning models 

suitable for larger data sets. 
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1.  Introduction 

Stock market predictions have been a hot field of study for decades. Even though two famous financial 
theories, Efficient Market Hypothesis (EMH) and Random Walk Theory (RWT), have argued that 
financial markets cannot be predicted well using the information people can access [1], researchers 
around the world have shown that the prediction results can help people to make financial decisions [2]. 
The most generally used element for prediction is a series of past stock prices over a period. And on the 
other hand, deep learning, as a method of machine learning algorithms, has a neural structure to store or 

process data within its multi-layer hierarchy. This makes it able to feed forward the valuable information 
in the neural network, and thus it can easily help to extract useful information over a given time. This is 
one greatly recognized advantage of applying machine learning to conduct prediction models. Apart 
from stock prices, context information is also an important source of data mining where people can 
extract sentimental information for stock predictions. One of the oldest examples of stock predictions 
based on context information is from B. Wuthrich and his partner, 1998 [3]. They developed a technique 
which extract the keywords from the five selected stock indices, and these keywords are associated with 

a weight based on their occurrent frequency. Then these data are combined with daily closing values, 
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which later on develop the probabilistic rules for prediction. This example marks an early success to 
make good use of text information as a supplement to prices values as prediction input, and the result 
showed to be satisfactory. This text mining procedure is improved and summarized to be a sentimental 
analysis process in later works. 

Since text mining can bring positive supplements to machine learning predictions, this paper 
summarized and compared 20 past papers that combine the textual sentimental analysis model and 
prediction model into a single cross-model for stock prediction, taking the machine learning’s advantage 
to analysis the time-series-involved price data, but also gaining the valuable information from textual 
data mining. This multidimensional cross-model structure has generally good prediction result [4]. There 
are two big section to discuss the sentiment analysis model part and the prediction model part separately. 
Comparison is made based on different types of method within each section. The most used model 
suggestion will also be given after the discussion. 

2.  Sentiment analysis model 

Sentiment analysis, which is also known as opinion mining, is aiming to determine and extract the 
emotional tendency over the given context. Text input can be in the format of words or sentences, which 
are extracted from selected articles or paragraphs. After being gathered, these input texts are passed to 

the cleansing phase before getting into the sentiment analysis model, which includes removing unwanted 
characters, tokenization, stop words and punctuation remove. Then, in the sentiment analysis model, a 
score is produced as the output to represent the sentiment tendency of the input text. This score can be 
notified with a choice of negative, zero and positive as a usual example, or a selection from a richer pre-
decided result set. For stock price prediction, this score works as the technical indicator to summarize 
and simplify the initial information, and feed into the following prediction model as supplement data 
with price data. By this way, it is possible to make the relative news title or article information about 
stock usable in the prediction phase.  

Common methods used in this model can be classified into two types based on whether they use deep 
neural networks or not: one is the traditional category, including support vector machines, lexicon 
methods, and some other alternative algorithms. The other type is the NN applied method, which mostly 
includes long short-term memory structures or transformer structures. 

2.1.  The conventional category 

In terms of traditional types of method, lexicon is one of the most common ways to implement. To 
implement the lexicon method, a pre-determined lexicon dictionary is needed, which collects some 
commonly used keywords and assigns them into some preset classification with different sentimental 
scores. Then the word matching will perform across the input text to generate an overall score labeled 
to this text, which can be used in next phase. In some papers, these keywords are selected to be more 
impactful ones [5] and used with valence aware dictionary and sentiment reasoner (VADER) [6], which 
checks polarity, the intensity of the emotion by checking how intensely the statement is positive, 

negative, or neutral [7]. Another common method is SVM, a supervised machine learning algorithm. To 
use SVM in text mining, a SVM model needs to be trained based on a pre-labeled training set. SVM’s 
main idea is to find a hyperplane as a boundary that can separate different classifications, and here is to 
find the mapping between sentiment vectors and stock trends [8]. Then, after training, input texts are 
passed to the SVM to determine the sentiment result, as we did with the lexicon. SVM can also be 
usually used with other methods together, like VADER, to calculate the sentiment score for the training 
set [8]. 

Lexicon and SVM are relatively easy in structure and implementation. Due to Lexicon’s word-score 
mapping algorithm, this obviousness brings better interpretability, and there is no training phase needed 
as long as the developer set the mapping correctly, but it has more limited coverage since it and only 
use preset mapping between words, and it is insensitive to context actual meaning when sarcasm and 
negation are used. SVM, as a machine learning algorithm, it is robust to overfitting problem due to its 
algorithm quality, and it is suitable for text analysis these kinds of large numbers of feature involved 
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situation. But SVM need a training phase before doing classification, and this training process might 
take long time and effort when datasets are large. 

There are also other kinds of methods or algorithms that can be used in sentiment analysis models, 
like N-grams and Naive Bayes [9,10]. There are also some useful libraries and tools for this procedure, 

like the Natural Language Toolkit (NLTK) [11], Text Blob [12] and SSWN [13]. 

2.2.  The Neural network model 
Neural networks are another type of model generally used in sentiment analysis models. Deep neural 
networks (DNN) usually have complex structures, and they need a large amount of training with a big, 
labeled training dataset as a sample and adjusting over the arguments before implementing the analysis. 

But DNN generally has better performance over complex sentiment analysis cases, better generalization 
capability, and fitting ability for different tasks. 

The most commonly used types of DNN for sentiment analysis are recurrent neural networks (RNN), 
convolutional neural networks (CNN), and transformers. RNN is the type of DNN that uses feedforward 
neural structure to deal with sequential input data, and RNN is mostly implemented in Long Short-Term 
Memory (LSTM) structures in recent years to make the network find and remember some important 
information which can be used in later works. Common cases are LSTM is used after word embedding, 

which is a technique of representing words as vectors of real numbers. The words with similar meanings 
will have similar representation [8]. CNN is special for its convolutional computing neural networks, 
and it is effective for capturing local patterns and spatial hierarchies in text data. CNN is used in some 
sentence level sentiment analysis, and in two of the papers, it is used with max-pooling to extract feature 
maps that represent the most important events during specific periods [14,15].  

So in comparison to the traditional model and the DNN applied model, the traditional model is 
generally easier to build and implement. These traditional methods have a simple training data set, and 
the result is also better interpretation and explanation. DNN-applied models, on the other hand, cost 

more effort and data for training and are complex in structure. But DNN has better coverage over the 
various general cases and performs better on more general data sets. 

3.  Prediction model  

Prediction model is usually takes in the input data combined with output from previous phase to produce 
prediction of the future stock price. For input used in this phase, the most general type is of past stock 

price, including open-close, high-low price with associated volume data. Some technical indicators are 
also applied as supplement in some of the examples. Traditionally, a large amount of model takes stock 
price as input only, but in select reviewed papers, they cooperate with the sentiment analysis result from 
former model and strengthen the prediction precision. Depending on whether they used DNN or not, 
this paper can also be separated into two categories, traditional method and DNN applied method. 
Following is the discussion separately for these two types.  

3.1.  The conventional prediction model 

Conventional prediction models can contain one or multiple algorithms inside. Typical model used is 
SVM. In one of the papers, SVM takes the merged data of sentiment data and stock price, then make 
predict suggestion whether a buy or a sell is recommended [16]. SVM can also used with a realistic 
rolling window to eliminate the bias [5]. Instead of SVM, which is aiming for classification, a derivative 
algorithm Support Vector Regression (SVR) is also used in some of the examples to do regression 

elimination. It builds a hyperplane using the article text with stock price, and then makes a prediction of 
the price in 20 minutes future [17]. Decision tree, or sometimes composed in random forest algorithm, 
is another non-DNN algorithm can be used for prediction. Decision tree is implemented by separating 
the data into subset based on their feature differences, aiming to make the new input fall into specific 
categories based on feature classification. Random forest, on the other hand, contains several decision 
trees trained on different bagging result, and the input will be past to different decision trees to get 
gathered prediction result. Decision trees have a good explainability, since they are white box model 
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[18] and their prediction result can be expressed in Boolean logic. Random forest can resolve the 
overfitting issue in decision tree by averaging, which is used in many other paper [9] [19]. Some other 
machine learning algorithm like naïve bayes, logic regression is also considered and implemented in 
some of the paper [19,20]. 

3.2.  The Deep learning prediction model 
In terms of Deep learning prediction model, RNN in format of LSTM is generally popular in selected 
papers because RNN is suitable for stock price this time series type of input data. LSTM as a type of 
RNN, can avoid the problem of exploding and vanishing gradients of sequential data, and filter out the 
meaningful long-term information from marketing price movement [21]. This is thanks to LSTM’s three 

types of gates: forget gate to decide the information to discard, input gate to decide the information to 
add in cell state, and output gate to decide the output based on cell state and input. A mentioned 
improvements over the original LSTM model is using the hard sigmoid function instead of the original 
sigmoid function as an activator of each gate layer in LSTM neural network. Hard sigmoid function is 
a linear approximation of sigmoid and it can accelerate the calculation of network [22]. LSTM can also 
combine with RCNN, which is a neural network taking the advantages of CNN and RNN. CNN has a 
good ability to extract semantic information from texts and RNN is better to catch the context 

information and to simulate complex temporal characteristics. This allows the model to take information 
form news title, relating them to temporal features, and driven to directional movements used as 
prediction guidance [23]. In one paper, LSTM’s output is passed to a layer that is connected with two 
perceptrons that use a SoftMax activation function, and this layer, which summarizes the output feature 
from price data and sentimental analysis results, is responsible for the final prediction over the prices 
[22]. 

There are also some other DNN model proposed for prediction structure, like ISCA algorithm with 
Back propagation neural networks. Sine cosine algorithm (SCA) uses a mathematical model based on 

sine and cosine functions to produce random solutions make them fluctuate outwards or towards the 
best solution parameters for BPNN.  

Like mentioned in the sentimental analysis model, the prediction models involved in DNN are 
complex to build and take more effort and dataset to train, but DNN models tend to have a better 
coverage of the large dataset. There are varies algorithm options for non-DNN traditional prediction 
models, but in terms of DNN models, LSTM is still the main stream to implement. 

4.  Conclusion 

There are plenty of examples where the stock price prediction model can cooperate with the sentimental 
analysis phase to improve the result. Based on our comparison of the selected works, the SVM-based 
sentimental analysis model is agreed to be relatively easy to build and train. This convenience and good 
extracting results make the SVM-based model popularly used in many works. In terms of prediction 
model, a NN-involved structure is preferred, and LSTM is the most popular structure. With some 

adjustments to improve the feature, LSTM can carry meaningful information to future reuse, which is 
very suitable for time series-involved prediction work. 
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