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Abstract. In today’s society, with the progress of science and technology, robots are increasingly 

being applied in all walks of life. As a result, there is an increasing need for robots to accurately 

measure distances in different aspects of life and work. This paper explores the principles, 

applications, and methods of camera-based robot ranging technology through reference and 

research. The research shows that different ranging principles and various methods have their 

advantages and disadvantages, and their applicable scenarios are also very different. This article 

can promote the optimization of robot ranging technology and provide valuable insights for its 

application in more diverse scenarios.  
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1.  Introduction 

Under the premise of the rapid development of science and technology in today’s society, robots have 

been deeply integrated into various industries. In order to enable the robot to complete the task more 

efficiently and accurately and help the progress of human society, the precise measurement of distances 

and the consideration of environmental factors are crucial. The ranging technology of the camera has 

also become a research hotspot because of its high accuracy.  

Some researchers designed a set of underwater vehicle target ranging system based on Deeplabv3+ 

semantic segmentation and binocular vision to meet the needs of target detection and ranging in 

underwater vehicle operations. The system adopts relevant calibration and algorithm, and the experiment 

shows that the measurement error within 1 meter is less than 5%. However, underwater light scattering 

refraction will cause more imaging interference and large errors when the distance increases, while 

semantic segmentation can increase the measurement speed by nearly 30% without changing the 

accuracy [1].  

This paper summarizes the application of visual recognition and picking positioning technology in 

fruit picking robots, summarizes the platform technology of different vision systems of robots, and 

analyzes the development of target recognition and positioning technology from two perspectives of 

algorithm design and sensor hardware. The difficulties, development and prospects of robots in fruit 

picking operations are discussed [2]. By reviewing and summarizing the literature, this paper deeply 

discusses the common principles and methods of visual ranging and its application in the camera-based 

robot ranging technology. The research provides a theoretical reference for the innovation and 
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improvement of robot ranging technology, and provides technical and theoretical support for its 

technical development and practical application. 

2.  Literature review 

2.1.  Development stage 

In the early stage, some modern physicists used simple geometric principles and basic models, such as 

the pinhole imaging principle and the Euclidean formula, to estimate the distance. However, these 

methods had significant limitations in terms of measurement accuracy and practical application. The 

1950s to 1970s was the golden period of development in the field of photogrammetry. At this stage, lens 

aberration expression and model were proposed and further improved, which laid a solid foundation for 

the later development.  

In the mid-1980s, Tsai proposed a calibration algorithm based on RAC, which used radial consistent 

constraints to solve other off-camera parameters other than the translation of the camera optical axis, 

and then solved other parameters, making the calibration process faster and more accurate [3]. In 2010, 

Janschek et al. designed a monocular camera ranging scheme, which used monocular vision to correct 

the robot’s course, and this technology could guide and position the robot while sensing only one 

landmark at a time [4]. Some scholars put forward a new scheme relying on monocular camera ranging. 

After calibrating the camera parameters, they integrated the data through formula and exponential 

function. Researchers in the Laboratory of Vehicle Safety and Energy Conservation of Tsinghua 

University have developed a real-time ranging scheme based on monocular vision, and calculated the 

pitch Angle in real time through the parallel constraints of the road to improve the accuracy of the 

ranging [5].  

Nowadays, people use the computer vision library OpenCV, based on geometric principles such as 

the similar triangle principle to achieve distance measurement. For example, companies like Google and 

Baidu train models for autonomous vehicles using neural networks to estimate distances, with Baidu’s 

Apollo being a notable example.  

2.2.  The principle of classification 

Monocular camera ranging primarily utilizes geometric optics and image processing technology. By 

analyzing characteristics such as size, shape, and texture of objects in an image, it can roughly estimate 

distances. This method is relatively inexpensive and widely available. Monocular cameras have certain 

limitations. Due to their reliance on fixed scenes and lack of advanced intelligence, they are not suitable 

for high-precision measurements in complex environments [6]. The principle of binocular camera 

ranging is to imitate the visual structure of human eyes. Two cameras capture the same scene from 

different angles simultaneously, and through a series of calculations and matching processes, the visual 

disparity between the object and the cameras is determined. The advantage of this method lies in its high 

measurement accuracy and the ability to quickly and directly obtain distance information; however, it 

performs poorly in complex scenes and under varying light conditions, where large errors can easily 

occur [7]. Depth camera ranging can calculate the distance between objects by analyzing their 

deformation from a particular pattern projected on them, or it can use the pulse flight time of light to 

determine their depth and distance. The advantage of this camera is its fast measurement speed and good 

practicality, but it is also susceptible to changes in the light environment, and the resolution is low to a 

certain extent, resulting in less clear images [8]. 

2.3.  Key algorithms and technologies 

In camera ranging, it is very important to accurately extract image features and establishing the 

corresponding matching relationship. Common extraction algorithms include feature extraction, 

accelerated robustness, invariant feature scale, etc. The common features of these images are edge 

texture, which tend to remain stable even with image rotation, lighting changes, and scaling. The feature 
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matching algorithm involves identifying corresponding feature points in different images, often using 

methods based on the grayness of the image.  

Stereo matching is the core step of binocular camera ranging, it is to calculate the visual difference 

by using the same pixel corresponding to the left and right images of two cameras. Common methods 

are region - and feature-based matching. These algorithms have their own advantages and disadvantages 

in computing efficiency, matching accuracy, ranging time and adaptability to different scenes.  

Camera calibration is to determine some parameters of the camera, such as aperture size, focal length, 

main point distortion coefficient, etc., but also to determine some external parameters of the camera, 

such as the position and change of attitude in the real coordinate system. Accurate camera calibration is 

vital for ensuring the accuracy of the range measurement. The traditional calibration method is Zhang 

Zhengyou calibration method, which uses a specific calibration plate to calibrate the object.  

Deep learning techniques, particularly convolutional neural networks (CNNS), show particular 

promise in camera-based ranging. Trained on a large amount of image data, CNNS are able to learn 

complex relationships between image features and distances, allowing for more accurate ranging. For 

example, some studies use end-to-end deep learning models to predict depth maps directly from images 

[9].  

2.4.  Challenge 

The variation of light intensity in different environments will have a great impact on the quality of the 

image, which will make it difficult to extract image features and match corresponding positions, thus 

reducing the accuracy of ranging. The changing complexity of the environment can also be a major 

challenge, such as reflective glass surfaces, noisy dance parties, etc. In these complex scenes, it is 

difficult to ensure the acquisition of effective and significant features, which reduces the accuracy, 

reliability, and speed of the ranging. In many specific cases, ranging results need to be reached quickly, 

which requires advanced machines and intelligent operations to make fast decisions, so the calculation 

rate and accuracy of the algorithm are also crucial challenges. The fusion with other sensors also creates 

a certain complexity. The application of rangefinder camera with other software and hardware, such as 

ultrasonic sensor or laser radar, will improve the rangefinder performance to a certain extent. However, 

the data between different sensors may produce some errors and errors in unit ranging rate and 

comprehensive calculation, which requires calibration to improve accuracy.  

3.  Case study 

3.1.  Accurate grasp of industrial robots 

Industrial robots often use a variety of camera-based ranging technologies when performing accurate 

grasp. The binocular vision ranging technology can obtain the stereo image of the object from two 

cameras, and determine the position and attitude through three-dimensional calculation, so as to realize 

the high-precision capture. In some mechanical parts assembly, the technology can be used to grab small, 

complex parts and place them in the desired location. However, the challenge of this technology lies in 

the complex installation and alignment of binocular cameras, and the accuracy of the position parameters 

of the same object that both cameras are locked on needs to be improved. There will also be some 

matching errors for reflective and transparent objects in complex scenes, and the hardware and technical 

support for them are also high. The application of structured light ranging technology is to project 

specific light to an object, obtain information through the deformation image of the object, and 

accurately calculate the position and attitude when grasping the regular object. However, this technology 

faces challenges in complex environments, as it is highly sensitive to changes in lighting, leading to 

significant errors in strong or weak light conditions. At the same time, its high equipment cost limits the 

application of some enterprises and individuals [10].  
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3.2.  Obstacle Avoidance Navigation of service robots 

The technologies used for obstacle avoidance navigation in robots include monocular visual ranging and 

depth camera ranging technology. Monocular visual ranging is cost-effective and simple in terms of 

calculation, making it suitable for basic obstacle avoidance scenarios, such as the car obstacle avoidance 

radar used in junior high school physics laboratories or indoor corridor electric doors to detect positions. 

However, ts measurement accuracy is limited, with significant errors in remote and outdoor scenes and 

less reliable performance in three-dimensional measurements. Depth camera ranging technology, on the 

other hand, can obtain the depth information of the environment in real time and provide a complex 3D 

scene perception system. It can quickly identify the shape and distance of obstacles in complex 

environments such as outdoor areas, shopping malls, and karaoke halls, enabling fast and accurate 

obstacle avoidance navigation. However, in the strong light and low light environment, the performance 

will be reduced to a certain extent, and the resolution of objects at very long distances is low, making 

the imaging results unclear, and there may be a certain visual field blind area.  

To sum up, different ranging technologies have their corresponding advantages and difficulties and 

challenges for the accurate grasp of industrial robots and obstacle avoidance navigation in service robots. 

Practical applications must consider factors such as cost, application scenarios, and efficiency to select 

the most appropriate ranging technology for optimal integration and performance. 

4.  Conclusion 

In this paper, the visual principles and methods of camera-based robot ranging technology are deeply 

and comprehensively studied. Besides, the study summarizes the advantages and disadvantages of these 

technologies in practical applications and explores how to integrate various ranging methods to enhance 

measurement accuracy and reliability, reduce costs, and assess future development prospects. The 

research yields foundational theories and practical insights. 

However, there are still some shortcomings in this study, such as the lack of large-scale and large-

scale testing of some outdoor actual scenes. Future research could benefit from expanding the 

experimental scope to further promote the widespread application of robot ranging technology. It is 

believed that in the future, robot camera ranging technology will be more mature, the cost will be cheaper, 

and it can be effectively applied in a complex environment, providing a strong guarantee for both travel 

and various practical applications. 
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