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Abstract. AI has gradually become a vital tool involved in creating content since it has changed 
the way information that is shared on different platforms is produced, the use of artificial 
intelligence in content generation particularly through social media has far-reaching 
consequences for society’s attitude, confidence, and the public information domain. This 
literature review aims to critically evaluate the prevalence of the works hinging on the impact of 
AI-generated content dissemination on public sentiment and trust; it assesses the way content 
disseminated through AI impacts the users’ perception and behavior. Thus, this review not only 
presents an integration and elaboration of the existing literature but also notes limitations and 
directions for forthcoming exploration. 
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1.  Introduction 
With the consumption of digital content increasing every day, AI-generated content is both a prospect 
and a concern. On the one hand, AI provides methods for content production that are much more efficient 
and scalable than methods used by businesses, media outlets, and individuals resulting in greater 
amounts of content being created and often at lower cost. However, the application of AI in content 
generation has highly unethical and practically questionable outcomes in terms of the authenticity of the 
content generated and distributed. 

With the advancement of technology and AI-generate creation, it has moved from plain mechanical 
work to innovative and fabrication works. Currently, AI produces articles, blogs, news, Poems, songs, 
and even pieces of art, for instance, AI art and music are now becoming popular in the creative markets, 
and some AI works of art are being displayed in art galleries and exhibitions. The market for such 
content has expanded thanks to the availability of digital networks, which in the modern world requires 
timely and relevant content. But at the same time, as the amounts of text produced by Machine Learning 
grow, new questions appear about the influence on public opinion and the trust in the content, when 
people cannot differentiate it from the work of actual humans. 

Among the content that is created and generated by AI, the most problematic is the one that is in 
social media, because these media play a highly strategic role in society and the modern world. When it 
comes to the global population, social media is among the main sources of news and information, so, 
the content, which rolls within these channels, can influence public opinion and trust. Due to the AI's 
capability to produce completely credible content that is almost indistinguishable from the one created 
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by a human being, one can speak about misinformation, manipulation, and loss of credibility in digital 
media. 

Nowadays, AI is becoming increasingly popular in generating content and disseminating it across 
the World Wide Web; therefore, this review aims to throw light on the current state of research on the 
effects that have been identified concerning the public’s sentiment towards AI-authored material and 
the factors that influence its reception in the modern world. Thus, consequently, this review offers a 
systematic view of the presented challenges and opportunities based on studies and contributes to further 
research on the topic of AI-generated content. 

2.  Independent Variable: The type of content generated 
While exploring the extent of positivity/negativity shift in the general population’s perception due to AI 
content generation, it is imperative that a well-defined independent variable be explored: the content 
generated in question. In particular, this review covers the difference between AI and human-written 
content and the types of AI-created content such as textual, image, video, and deepfake. The referred 
artificial intelligence content can be highly diversified, depending on such factors as its complexity and 
utility. For instance, some of the content produced by AI is for the purpose of educating people, like 
news articles, or reports while other on others are meant for entertaining humans like music AI-generated 
or deep fake videos. Opinion polls also found that the characteristics of news content, whether realistic, 
parody, or committing or not, will affect the perception of the public strongly. 

There is evidence that can prove that the source attributed to content can go a long way in determining 
its effect on consumers. For instance, Kaplan and Haenlien noted that users are generally more cynical 
in content that is openly stated to be AI-generated especially of news and information acts that sway 
public opinions [1]. This skepticism, however, has the tendency to make the audience evaluate the 
content more critically, and as such the impact on the sentiments within the public and trust will be 
radically transformed. Besides, the type of content that has been produced by AI can be an article, an 
image, or a video which brings different levels of complication to be deciphered by consumers. Of the 
studied AI-generated content types, deep fakes are the most complex form capable of influencing 
people’s attitudes. Deepfakes are videos where AI makes a person’s lip move and speak something they 
never said or do something they never did. Indeed, these videos can be very realistic to the extent that 
the members of the audience cannot distinguish the similarities as mere creations and not real. The 
psychological effect that deep fakes have on the viewer is quite significant, as it alters the way in which 
the viewer perceives the presented stimuli and may provoke highly charged emotional responses. A 
study has further revealed that deep fakes can be most useful when it comes to spraying fake news and 
arguably manipulating the opinions of society since the public usually has confidence in visual content. 

3.  Dependent Variable: The Public Attitude 
The two main dependent variables in this literature review are public attitude and credibility, which 
highlights the importance of also considering the big-picture impacts of AI-produced material. The 
public mood at any given point in time is the overall setting of the emotional and psychological states 
that subscribers and followers have towards any content they come across. Positive and negative 
emotions can be based on the responses and comments of users on the page, with likes, shares of content, 
and the overall tonality of the conversation on social networks. 

Thus, public sentiment is a very fluctuating and complex variable, the change of which might be 
stimulated by a variety of potential factors – from the perceived credibility and relevance of the content 
to the reliance on emotions. For instance, such examples of using AI women that created highly realistic 
and credible content studies have proved that such sites can bring powerful reactions, which leads to 
popularity and sharing. On his part, content that is seen as deceptive, or that aims to deceive the audience, 
can cause negative attitudes like anger, frustration, and skepticism reducing the overall trust that the 
audience has in the platform and the information being shared. 

As a dependent variable, trust is also highly constructed and therefore includes the following 
dimensions. Trust in the new media environment implies several aspects: trust in content, trust in the 
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source, and trust in the delivery system. The decrease in trust arising from the increased use of AI in 
content production has been of interest to researchers and policymakers. Pennycook and Rand carried 
out a study that revealed that misinformation, which can be conveyed by AI-created posts, decreases the 
credibility of the media and enhances skepticism toward information posted on the Internet [2]. Trust is 
antecedent not only by the content of the information presented but also by the manner they are presented. 
For instance, the media through which the generated content reaches people plays a significant role in 
how those people receive it. The social media channels that exist as software to deliver the maximal 
traffic depend on the increasing interest in AI-generated content, which, in turn, may affect public 
opinion and trust. People tend to believe AI content that originated from platforms that are trusted hence 
making them act as a vindication of fake and erroneous information. 

4.  The Mechanism of the Impact of AI-Generated Content on Public Sentiment 
AI-generated content interacts with the public in a way that is psychological, technological, and social 
in nature. At the psychological level, there are considerations concerning the feeling that generated 
content may elicit; the more human-like, the stronger the feeling. For example, videos with deepfakes 
and other realistic images produce affective arousal that in turn can change the viewers’ perceptions and 
attitudes. This is especially the case with regard to false information which, due to the high degree of 
elicited emotions, stimulates people no matter the extent of rational thinking [3]. The 2016 U. S. election 
is a case in point, where through AI, fake news trending in social media released post-truth emotional 
messages that shifted the view of people and increased the division of society [4]. 

In terms of technology, the algorithms of social media platforms play a relevant role in spreading the 
content created with the help of AI. They are most of the time optimized for the engagements, meaning 
the algorithms will give preference to the contents sharing the likes, the number of shares as well as the 
extent of comments. Therefore, any content created by or in relation to artificial intelligence, which is 
loved by a specific target audience, will be given more exposure, therefore exerting a stronger control 
over the general populace. Problems start arising when this amplification effect occurs with content that 
is malicious or, at the very least, informative. The potential of such content to go viral within social 
media is thus well-documented; its effects on shaping people’s perceptions of reality were also found to 
be even more detrimental if they are spread, within the same timeframe, across social media accounts 
[5]. Fake news disseminates much faster and is more extensive than real news, becoming a major 
problem for content regulation and content control. 

Another critical element that must be understood is the social factors that influence the reception of 
information produced by AI algorithms and their further distribution. These factors include the 
proximity of the content to the user’s social network, culture, and belief systems have a large impact on 
the response. On numerous occasions, people are willing to take and spread material or information, 
which they find satisfactory, even if it is fake or has been generated by an AI [6]. This is a process 
known as the ‘echo chamber’ whereby the population groups are fed with only information that supports 
their bias and thus the formation of extreme opinions only. The studies demonstrate that those from 
ideologically closed groups are vulnerable to this effect because they occur within a limited choice of 
viewpoints, thus reinforcing their beliefs. 

The role played by opinion leaders and social media influencers also magnifies the effectiveness of 
the content generated by AI on the populace. These people owning a huge number of followers and 
solving power will definitely influence the understanding and sharing of the AI-based content with their 
followers. This means that each time such influencers repost or recommend the given AI-generated 
materials, particularly those with which they share a common theme or topic, it’s going to activate the 
circles of the influencers’ followers [7]. It is observed that such an effect is more apparent when the 
content is politically sensitive or socially provocative since it attracts much attention and reactions from 
the public further influencing public opinion. Other important elements that influence people’s 
perceptions are the ethical issues that relate to the application of AI in content production. The opacity 
and unresponsiveness of the algorithms used in the generation of AI content amount to numerous ethical 
concerns, especially regarding false news and the deliberate manipulation of society [8]. Everyone 
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concerned with content production and distribution has a moral obligation not to use AI-generated 
content in a way that will cause harm or spread fake news. However, the fast growth in the advancement 
of AI technologies acts as a hindrance to the formulation of a set of ethical rules that will be laid down 
to be followed to the letter due to the possibility of misuse and abuse of the technology [9]. 

Furthermore, the integration of psychological perspective built the credibility of AI-generated 
content plays a major role in the mode of impact. This is a fact that many studies have pointed out that 
due to the beauty and attractiveness of the content appears to be professional and well-edited, the 
audiences will tend to trust the information more [10]. This perceived credibility can make users 
entrapped easily as the information provided is known to be crafted in a way that will trigger users’ 
biased or emotional traits [11]. For instance, the use of graphics and better layout make fake news 
generated by AI more believable than such news that is produced by mundane real writers [4]. This can 
only inform the need for users to be more careful and be in a position to analyze and discover what is 
reliable on the internet. 

Advanced technology in formulating content also implies some drawbacks to the AV industry as 
they are now going head to head with other media companies that are powered by AI. Mainstream outlets 
having well-defined codes of conduct can hardly meet up with the speed and the tendency of going viral 
of AI-generated information [12]. This has brought a change in the structure of the media where 
information generated by artificial intelligence takes the standards of media and public forums to a 
dominant level displacing more accurate and verified information [13]. Because of the large quantity 
and high velocity of churned-out content that is characteristic of AI-generated content, the system is a 
formidable propaganda machine that can easily influence the masses as compared to traditional media. 

Another factor that stems from cultural differences is the perception of the materials created by 
artificial intelligence and the evaluation of their impact on public opinion in the context of the 
international level. The broad categorization of almost universal acceptance of AI indicates that different 
cultures and geographical locations trust AI and digital content to different extents, which determines 
how they react to AI-created content. Some surveys indicate that in some countries people are less 
gullible for AI-generated content and are more critical of such fake news [14]. On the other hand, it is 
argued that in the areas that have low levels of digital literacy, content created by AI will be taken by 
the audiences without questioning their authenticity, thereby raising the likelihood that AI content will 
influence the opinions of a population [15]. Knowledge of these cultural differences is vital for designing 
measures to fight speed, impact, and the other adverse effects of AI content production on the 
international level. 

The trends for the situation when content is produced by AI and its influence on the attitude of the 
population depends on AI’s developments and social and ethical perspectives. Over the years, there has 
been a deep progression in the capacity of AI to produce more credible and convincing content which 
makes the issues that pertain to the regulation and ethical use of AI even more complicated [16]. For 
instance, deepfakes that are real-life examples of AI-generated have illustrated that their negative use 
can be made in political dishonesty and personal maligning [17]. As more and more people get access 
to these technologies, there is a likelihood of developing better frameworks that will suit the multiple 
ethical and socially responsible contents generated by AI. 

5.  International Perspectives and Cross-Cultural Differences 
The level and direction of the change of public sentiment with the help of AI-generated content varies 
depending on cultural and national differences. Culture and cross-cultural analysis of the usage of AI 
content generation are relevant factors that determine how the final content is viewed by the global 
audience. For example, the aspect of culture plays a central role in determining how users will perceive 
AI-generated content, especially when it comes to things like privacy, trust, and even the authenticity of 
the content [18-27]. 

Some cultures may have a lower trust in the products of artificial intelligence especially if an area 
has experienced censorship by the government or commercial manipulation of the media. In such 
situations, users might become skeptical about the information provided by AI and seek for other ways 
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to obtain it. On the other hand, where technology acceptance is higher and people have faith in the 
technology then it is seen that people do not doubt the fact that the content created is by AI. It is also 
observed that the markets or cultures from different regions are different even in the utilization of AI-
generated content translated to various languages. For instance, AI models trained through a particular 
set of datasets may contain flaws when it comes to generating content in some other language alien to 
the dataset, thus posting a potentially damaging influence on the sentiment of the populace. Moreover, 
the cultural variations in the way of communication and the type of content can also affect the perception 
and understanding of the users of the AI content. The global view on AI-generated content also outlines 
that the issues related to the ethical or regulatory use of AI are best tackled on an international level. 
With the use of AI-generated content gaining a foothold in various platforms, it is paramount for the 
country to collaborate with other world countries so as to establish world standard practices for the use 
of AI-generated content. This encompasses passing information and best practices actions need to be 
taken for AI to create ethical material and also coordinating touch with others to counter the likelihood 
of the misuse of cross-border fake news and manipulation. 

6.  Future Trends in AI-Generated Content and Public Sentiment  
In the future, the following trends are anticipated to affect AI-created writings and opinions on the public 
mood. There are several trends; however, the one that has remained outstanding is the progressive 
advancement of sophistication in the models that are used to create AI content. Thus, one can anticipate 
that with the further development of AI technologies, stories produced with their help will be used more 
actively in various spheres of human life both for journalism and entertainment, marketing and politics. 

Another important trend is the increase of AI-generated content in an individual-focused and tailored 
message. As the AI models get better at identifying the users’ information, and the viewers’ preferences, 
there will be more capability in creating content that will be popular to the viewers, thus changing the 
public perception. This trend gives an insight into the ethical question; on one hand, AI-generated 
content may be in different ways used for malice or exploited in some ways especially when it comes 
to advertisements or elections. The developments that will affect the generation of content in the future 
will also be propelled by the advancement of technology based on deepfake 2.0 and AI convergence 
with other new technologies such as virtual and augmented reality. The seeming evolution holds an 
inherent capability of developing more realistic AI-generated content, thus paving the way to a more 
confusing world with the lines between reality and fiction getting blurred even more. 

Last but not least, the future of the use of AI in content creation will also depend on current 
discussions and potential risks that this method might bring in regard to the ethical and legal issues. 
With the continuing growth in AI-written articles, blogs, and other related content, stakeholders such as 
policymakers, industry, and academia will continue to feel the pressure to set codes and a standard with 
regard to the appropriate use and application of AI in content creation. This also involves questions 
concerning the quality of information and its sources, as well as the problem of ‘malicious’ AI content 
generation. 

7.  Conclusion  
Altogether, the influence of AI-produced content distribution on people’s attitudes is a far from simple 
process that has to be discussed considering reflection on multiple psychological, technical, social, as 
well as ethical factors. Obviously, AI is filled with great potential to improve and enhance content 
generation on the one hand, while on the other hand, it raises numerous challenges that are relevant to 
the trust and reliability of information in the age of digitalization. That is why the collaboration of 
researchers and opinion-makers, policymakers, industry leaders, and other stakeholders are the focus of 
this investigation: as content production based on or with the help of artificial intelligence progresses 
and adapts, it is crucial to implement ethical standards and principles to guide AI’s usage in content 
generation. If these challenges are to be met, media culture could benefit from AI and its value in 
strengthening the information culture and reducing adverse effects on people’s sentiments and trust. 
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