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Abstract. Large Language Models (LLMs) have rapidly advanced, demonstrating near-human 

intelligence in language comprehension, problem-solving, and autonomous decision-making, 

which can be leveraged in scientific discovery. Previous research of LLM for science often 

focuses on experiment execution part and the first stage of research, i.e., idea generation with 

large language models is lack of research. This paper fills this gap by surveying the use of LLM-

based agent systems in research idea generation. This research first proposes three stages in 

research idea generation pipeline, pre-ideation (knowledge preparation), ideation (generation 

and iteration), post-ideation (evaluation), and provide detailed summary in different methods in 

each stage, then it summarizes different metrics and angles of evaluating generated research 

ideas, finally it discusses limitations and ethical concerns of existing works and suggest potential 

solutions and future directions. These results aim to provide a solid foundation for future research 

in improving LLM-based ideation systems and fostering responsible AI usage in scientific 

discovery. 

Keywords: LLM-based agent, research idea generation, scientific discovery, multi-agent 

collaboration. 

1.  Introduction 

Large language models (LLMs) have rapidly advanced, demonstrating capabilities that approach 

human-level intelligence. Trained on massive datasets, they have been applied across fields such as 

language comprehension, problem-solving, and autonomous decision-making. These developments 

have led to the rise of autonomous agents—systems powered by LLMs that can perform complex tasks 

like planning and interacting with their environment without human intervention [1, 2]. An example is 

the generative AI town simulation, where multiple agents simulate human behaviors and decision-

making processes. This highlights the potential of LLMs for broader applications, particularly in 

scientific discovery, where their ability to process vast amounts of data and generate insights is 

promising. 

Existing research on LLMs in scientific fields has largely focused on accelerating experimental 

processes [3, 4]. In chemistry and drug discovery, LLMs have been used to design experiments, 

automate data analysis, and simulate results, significantly speeding up research. In biology and physics, 

these models assist in generating predictions and models, transforming how experiments are conducted 

and allowing for faster research cycles. A major contribution in this domain is the integration of 

knowledge graphs with LLMs to link scientific data and identify relationships that are not immediately 
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obvious. Literature-based discovery (LBD) techniques have been used to uncover connections between 

disparate knowledge, making LLMs valuable tools in automating literature reviews, hypothesis 

generation, and experiment validation. Some research’s details how these models can process large 

volumes of scientific literature, summarize key findings, and suggest new research directions, improving 

researchers' productivity [3]. Despite these advances, the use of LLMs in the ideation process—the 

generation of novel research ideas—remains underexplored. Most current works focus on experiment 

design and hypothesis validation rather than the early stages of scientific inquiry. This presents a 

significant opportunity to expand the role of LLMs in ideation, helping researchers formulate innovative 

research questions. 

Generating new ideas is critical to scientific discovery, requiring not only comprehensive literature 

review but also the ability to synthesize information into novel hypotheses. LLMs, with their capacity 

to process large datasets and identify patterns across disciplines, offer a promising solution. They can 

help researchers uncover new research directions and identify gaps in existing knowledge that might 

otherwise be overlooked. LLMs have the potential to assist significantly in this ideation process. By 

handling large amounts of information, they can identify research opportunities and suggest areas for 

further exploration that would be difficult for individual researchers to pinpoint. The ability of LLMs to 

integrate external knowledge from various disciplines also enhances their capacity for generating 

interdisciplinary research ideas, an increasingly important aspect of modern scientific breakthroughs. 

This paper will talk about the advancements in LLM-based autonomous systems for research idea 

generation. It will explore how these systems leverage key components like profiling, memory, planning, 

and action modules to generate novel ideas, and how methods such as verbal self-reflection, multi-agent 

debates, and role-playing can enhance both creativity and factual accuracy in ideation processes. The 

paper will further examine the stages of the research ideation pipeline, from knowledge preparation to 

post-ideation evaluation, and discuss the role of human-AI collaboration in improving the quality of 

research ideas. Finally, it will address the current limitations, including repetitive idea generation and 

ethical challenges, offering insights into future directions for refining LLM-based research systems. 

2.  Autonomous agent systems in research idea generation 

In recent years, achievements in LLMs have shown great promise in reaching human level intelligence. 

Existing studies have also leveraged this intelligence to build LLM-based agents, which are expected to 

perform diverse tasks [1]. A typical autonomous LLM agent consists of several essential components: a 

profiling module, a memory module, a planning module, and an action module. The profiling module 

allows the agent to understand the task context and user preferences. The memory module stores and 

retrieves information from past interactions, enabling the agent to learn and improve over time. The 

planning module is responsible for decision-making, helping the agent figure out how to approach and 

complete tasks. Finally, the action module enables the agent to execute tasks, such as generating 

responses, performing web search or interacting with external environments [2]. 

With ability to understand and generate natural language, as well as make autonomous decisions, 

LLM-based agents can not only process complex information but also independently complete tasks 

through built-in memory modules and planning capabilities. These agents are able to perform reasoning 

and generate new ideas by analyzing vast datasets and utilizing their own integrated knowledge, 

demonstrating human-like abilities in problem-solving and creative idea generation. In addition, when 

LLMs are leveraged in autonomous system to complete tasks, methods to enhance the factuality and 

creativity are explored [5-7], empowering their use in idea generation. Reflextion introduces verbal self-

reflection, allowing agents to learn from their previous actions through natural language feedback stored 

in memory and continuously improve their performance [5]. LLM Debate leverages a multi-agent debate 

framework where each agent presents its arguments in favor or against a solution, while a judge 

evaluates the strength of their claims [6]. This improves the factuality of LLM generation by 

encouraging divergent thinking and mitigating the Degeneration of Thought (DoT) problem, which can 

occur when a single model sticks to an incorrect answer due to overconfidence. LLM Discussion builds 

a multi-agent discussion framework which involves initiation, discussion, and convergence stages to 
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stimulate both divergent and convergent thinking [7]. The role-playing technique further boosts 

creativity of the system by assigning diverse roles to each LLM, ensuring that the agents bring different 

perspectives and approaches to the discussion. 

These advancements in LLM-based autonomous systems—through verbal self-reflection, debate, 

and multi-agent discussion frameworks—significantly improve both the factuality and creativity of 

research idea generation. By leveraging these methods, LLMs show promise to autonomously generate 

novel and accurate research ideas. Building on this foundation, recent scientific ideation studies take 

these innovations a step further, diving into agent systems to generate scientific hypotheses, explore new 

research directions, evaluate and iteratively refine these research ideas. 

3.  Scientific ideation pipeline 

Similar to the process of human researchers, ideation pipeline for LLM-based agents also consists of 

three stages as shown in Fig.1. Pre-ideation stage starts from taking in knowledge and reading large 

amounts of papers and formalize this knowledge into knowledge base. Ideation stage requires 

researchers to find unexplored potential relationship between knowledge or get inspiration by some of 

the papers and initiate query to form new research ideas. During the ideation process, review and reflect 

on the proposed ideas, search the previous work to ensure its originality and iterate them to make them 

better are also important. Post-ideation includes more evaluations like further validation on novelty, 

assessment on feasibility and check on human-alignment. This section provides a concise summary of 

previous works in each stage. 

 

Figure 1. The Research Ideation Pipeline Using LLM-based Agents (Photo/Picture credit: Original). 

When doing scientific research, abundant knowledge input and comprehensive literature review 

process are usually crucial inductive for an innovative and compelling idea. While there are several 

works trying to propose new research ideas and do scientific discovery simply based on text mining on 

large datasets of scientific literature [8, 9] or link prediction in knowledge graph [10-12], these ideas 

have less flexibility and are limited by the relationship between entities [13, 14]. Several studies start to 

leverage the internal scientific knowledge in large language models and combine few shot examples or 

a set of relevance papers in the prompt serving for the literature review purpose [15-18]. Another study 

utilizes pure web corpus instead of manually selected paper sets, targeting at a more open-domain setting 

[15]. 

Based on the knowledge graph, there are several ideation methods build models to discover potential 

research problems without using large language models. For example, the ComplEx model formalized 

hypothesis prediction task as link prediction and generate new hypotheses by predicting potential links 

in complex, multi-relational data [10]. In chemistry or drug discovery, a research uses Generative Flow 

Net (GFlowNet) to generate high-quality hypothesis on molecules satisfying some criteria [16-25]. In 

the biomedical field, frameworks (e.g., ExEmPLAR [26]) use knowledge graphs to link heterogeneous 

data, helping researchers to reason over complex datasets and generate novel hypotheses. Simply based 

on the relationship between entities, the research ideas generated seem to be limited and less capable in 

exploration of more open-ended research directions. This part will focus on reviewing LLM-based 
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research ideation framework. Ideation process with large language models can be formalized as input 

the prompt into large language models and get the output ideas: 

 o = LLM (T ({l0, l1, ..., ln}))                                                 (1) 

In term of the prompt formats and what is incorporated in the prompt, several works have explored 

different methods and frameworks to improve the quality of the generated ideas. One popular way of 

prompt used in both experiments in zero shot [17] and AI scientist [18] is input all the seeds ideas and 

their experiment details. These seeds ideas are records of past generated ideas which serves as inspiration 

for the new round of idea generation. With all the seeds ideas, new ideation is kept relevant with the 

intended topic and can be adaptation and improvement of the previous ones. The work zero shot [17] 

also compares the quality of ideas generated by few-shot and zero-shot prompt. It finds that increasing 

uncertainty and model’s space through zero-shot prompt enhances model’s proficiency in generating 

hypotheses. 

Another classical way of designing prompt is shown in ResearchAgent [14]. Like human researchers 

often get inspiration from one certain research paper as well as checking its relevant papers, 

ResearchAgent starts with a single targeted paper and also incorporates relevant papers according to 

their reference list in the prompt. In order to encourage more interdisciplinary research ideas and not 

limited by the narrow scope of the set of relevant papers, ResearchAgent also leverages external entity-

centric knowledge store and retrieves top-k relevant entities besides the existing literature set. Adding 

these entities to prompts helps to generate more interdisciplinary ideas and tackle open-ended scenarios 

in scientific discovery. In term of iteration process which keeps improving ideas, previous studies have 

also designed different methods or built various multi-agent collaboration frameworks to enhance the 

proficiency in generating research ideas. Zero shot [17] designs a role-play framework in the hypothesis 

generation loop, entailing an analyst who interprets and extracts key words from literatures, an engineer 

who performs search based on the key words and compiles and structures the findings, a scientist who 

offers fresh interpretation and crafts hypotheses based on the findings, and a critic scrutinizing 

hypotheses. In addition, the framework also implements tool use methods like ReAct [19] in the engineer 

part, allowing the engineer agent to think before taking action, do the planning and make observations 

on the feedback from the environment. In ResearchAgent [14], the multi-agent collaboration occurs 

primarily through the interaction between research agents and reviewing agents. Three research agents 

responsible for problem identification, method development and experiment design have a reviewing 

agent for each process respectively. Based on the feedback of the reviewing agent, each research agent 

iteratively refines its proposal several times before their proposal is combined into the prompt for the 

research agent in the next stage. SciMON retrieves inspiration from related prior literature, including 

semantic neighbors, knowledge graph neighbors, and citation neighbors [13]. These inspirations are 

combined into the prompt to the large language model to generate an initial hypothesis grounded in 

previous work. SciMON then compares it against existing research to assess its novelty. If the hypothesis 

is too similar to existing ideas, the system prompts the model to revise and enhance the hypothesis to be 

more novel. The iteration process stops when the hypothesis reaches a sufficient level of novelty. The 

AI scientist builds a complete scientific research pipeline more than just idea generation [18]. In the idea 

generation stage, the AI scientist uses multiple rounds of chain-of-thought [20] and self-reflection [5] to 

refine each idea. It also checks the similarity of the idea with existing studies using tools like the 

Semantic Scholar API and web access [21]. After the whole pipeline of generating a paper, the AI 

scientist leverages a reviewing agent to review the paper, and the feedback can be given back to the idea 

generation agent for refinement.  

Besides the autonomous agent framework, human-AI collaboration framework is another option for 

leveraging large language models to accelerate research ideation process. In the CoQuest system [22], 

the user first provides an initial idea or a broad topic for AI and then AI can generate research ideas 

through the breadth-first generation approach for the user to explore multiple research directions at the 

same time and be more creative or through depth-first generation for more innovative ideation. The AI 

Thoughts panel integrates a Paper Graph Visualizer which allows users to explore relevant academic 
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papers related to the generated research questions, ensuring that they are grounded in existing research. 

By retrieving and visualizing related literature, this design also helps users to understand the research 

landscape and identify potential gaps. The panel also offers explanations of why the AI generated 

specific research questions, giving transparency to the reasoning behind RQ generation, improving users’ 

trust and encouraging them to refine their questions further. The user can provide feedback on the 

generated questions and AI will refine and regenerate new research ideas. A research idea can be 

evaluated from different angles as shown in Table 1. Various evaluation metrics are designed, but they 

usually contain the following angles: novelty, significance and feasibility. Ideas’ relevance to one topic 

is also assessed [14, 17]. In addition, clarity also serves as one evaluation criteria [14, 18]. Human 

researchers score interestingness of ideas [23].  

Wide-accepted angles human accessing ideas and research works can be referred in the conferences’ 

review guidelines. For example, in [18], the reviewing agents need to provide reviews based on NeurIPS 

review guidelines. In these autonomous agent system with reviewing agents, the alignment between 

agent evaluations and those of human experts is frequently assessed by checking the correlation of the 

two scores [14, 17, 18].  

Observations on evaluation scores provide new insights for metrics designing. One observation 

indicates that citation of one concept can be used to evaluate the creativity of one idea: the more 

frequently a concept has been cited, the less interesting the research projects are evaluated [13]. Several 

studies also work on predict the impact of new papers or ideas. A study leverages knowledge graph and 

concept pairs to assess the impact of one idea [13]. Another study finetunes the large language model 

on Topic Normalized Citation Success Index for the same period, allowing the model to make impact 

prediction based only on the content of the paper instead of the external information [24]. Others provide 

a comprehensive higher-level assessment metrics [25]. This assessment rubric evaluates an idea from 

five angles: idea quality, idea space, impact of ideas on users, social acceptance, human alignment. 

Novelty, originality, feasibility, elaboration and completeness all fall into the metrics of idea quality. 

From the angle of idea space, quantity, diversity, evenness and depth are evaluated, which are slightly 

overlap with metrics in idea quality angle. From ideas’ impact and users’ perspective, metrics from 

computer human interaction is included like surprise, usefulness, motivational, task influence. Social 

acceptance angle evaluates on acceptance, appropriateness, value, realistic and flexibility. Human 

Alignment angle evaluates on relevance, elaboration and fluency.  

Table 1. Comparison of Autonomous Agent Systems for Ideation Enhancement 

Idea Quality 

Novelty 

Originality 

Creativity 

Relevance 

Feasibility 
 Quantity 

Idea Space 
Diversity 

Depth 

Idea Impact on Users 

Surprise 

Importance 

Human-alignment 

Usefulness 

4.  Limitations and prospects 

While the advancements in LLM-based systems for research idea generation demonstrate significant 

potential, limitations and ethical concerns must be considered. One limitation is that similar ideas are 

found generated during multiple iterations. This may because large language models heavily rely on 

existing data and knowledge, and in multiple times of similar prompts, large language models are 

constraint into a narrow domain and may produce research ideas that lack novelty. Future work can 
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focus on improving the ability of LLMs to generate more diverse and novel research ideas. This could 

be achieved by incorporating more dynamic prompts, leveraging broader datasets, and integrating 

mechanisms that encourage interdisciplinary thinking. Degeneration of Thought problem, when large 

language models are overconfident about their reply, may also result in this repetitive idea generation 

problem. Future studies may work on the homogeneity problem of large language models by 

incorporating multi-agent role-play and conversation, which leverages group intelligence to increase the 

creativity of the system.  

Better incorporating Human-AI Collaboration into agent system can also be a direction of improving 

the idea quality. Combining the strengths of human intuition and expertise with LLMs can help to 

overcome some of the limitations in autonomous idea generation. Human-AI collaboration frameworks, 

such as interactive systems where humans provide feedback to refine and adjust the generated ideas, can 

enhance both the creativity and feasibility of research outcomes. The ease with which LLMs can 

generate ideas at scale introduces ethical concerns and the possibility of misuse. For instance, these 

systems could be exploited to flood academic forums with low-quality or superficially novel ideas, 

potentially overwhelming peer review systems. Moreover, the lack of a solid ethical framework around 

the use of LLMs in research could result in the propagation of biased, harmful, or dangerous research 

ideas. Ensuring ethical compliance into the ideation system is also an important future direction. 

5.  Conclusion 

To sum up, this study provides a comprehensive review of LLM-based research ideation systems, 

systematically examining the full pipeline from pre-ideation knowledge preparation, through ideation 

and iteration, to post-ideation evaluation. It categorized different approaches, such as knowledge graph 

utilization, prompt design techniques, and multi-agent collaboration frameworks, demonstrating how 

these methods contribute to improving quality of the generated research ideas. Additionally, this 

research highlighted key mechanisms like verbal self-reflection, multi-agent debate, and role-playing 

techniques, which have been employed to further enhance idea generation by LLMs. Despite these 

advancements, challenges remain. Repetitive idea generation and ethical concerns surrounding the use 

of LLMs in autonomous research present significant limitations. Addressing these issues will require 

more dynamic prompting strategies, interdisciplinary collaboration, and robust ethical frameworks to 

ensure responsible AI usage in research settings. These results aim to provide a solid foundation for 

understanding the current capabilities and limitations of LLM-based ideation systems. it is hoped that 

this work will inspire future research in improving these systems, particularly in fostering greater 

novelty, promoting ethical considerations, and advancing human-AI collaboration in scientific 

discovery. By tackling these challenges, LLMs can become even more effective tools for accelerating 

research and generating innovative ideas. 
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