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Abstract. With the development of science and technology, people are using machine learning 

as a method to make life easier. However, the performance corresponding to different models 

will produce different predictions and results for one thing. In order to improve the performance 

of the model, this paper investigates the influence of the learning rate hyperparameter on the 

model's performance, and demonstrates it through the convergence of the loss function. After 

experimental research, it has been found that different models exhibit significant differences in 

their performance when processing the same dataset. Meanwhile, different learning rates also 

have a significant impact on the performance of the model. Therefore, after selecting the correct 

model for machine learning, one should also adjust a relatively good hyperparameter to make 

the entire process smoother. Based on the analysis, one will gain a basic understanding of the 

optimal learning rates for transformer, diffusion, and RNN models when training MNIST. It is 

convenient for people to set better hyperparameters and obtain better prediction and decision-

making results when using these three models, so that one can demonstrate better performance 

when using these three models. 
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1.  Introduction 

With the development of human society, humans continue to develop machines to adapt the needs of 
human life, including computing, social services, etc. The development of machines has made people's 
lives easier, and machine learning is one of them. Machine learning is scientific research that utilizes 
algorithms to accomplish specific tasks. Many services used in the daily lives are based on machine 
learning. For example, when people shop online, machine learning will provide them with frequently 
searched products, making shopping more convenient. In addition, when people use input methods, 

machine learning learns from databases to provide them with the text they want to type next. It can be 
seen that machine learning has greatly facilitated people's lives. Meanwhile, machine learning can solve 
some problems that traditional learning methods cannot accomplish and is a powerful tool [1, 2]. 

Contemporarily, with the continuous development of machine learning. The application scope of 
machine learning is expanding, with extensive applications in fields such as physics, medicine, and 
economics. Machine learning plays a relatively important role in clinical medicine, and the application 
of digital technology can better understand the pathology of diseases and solve problems [3, 4]. In drug 

development, machine learning can analyze specific problems through its own data and generate 
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accurate predictions and insights [4]. Meanwhile, through machine learning, people can also predict 
diseases such as glaucoma [5]. In today's medical field, it is also necessary to promote the development 
of medical technology through the development of machine learning to better identify important features 
of diseases [4, 6]. 

In the field of physics, machine learning also has many applications. For example, machine learning 
can provide algorithms and excellent tools in multiple fields such as particle physics, cosmology, and 
materials science. Nowadays, the development of machine learning is also focused on researching and 
developing new architectures to accelerate machine learning [7, 8]. The success and development of 
some fields are closely related to the current development of machine learning. In the field of economics, 
machine learning has a certain correlation with economics and econometrics [9]. The results of machine 
learning often perform better than traditional methods, including government policies or consumer 
behavior and levels [9]. Optimization problems are also a very important part of machine learning. The 

complexity of data and the increase in data volume pose significant challenges to optimizing machine 
learning [10]. On this issue, people have been constantly developing machine learning and also 
challenging some emerging problems. The rapid growth of data around the world has made it 
increasingly difficult to extract effective data. Machine learning has also played an important role in big 
data processing [11, 12]. It extracts and analyzes valuable information from big data to make predictions 
and decisions. Overall, machine learning is increasingly being applied in the lives and plays a very 
important role in human development. Human beings have also been in a continuous process of 

developing machine learning. The different ways in which models process data affect the performance 
of this model. Meanwhile, the hyperparameters set by this model also deeply affect the performance of 
the model. This article will use learning rate as a representative hyperparameter to analyze the impact 
of learning rate on the convergence of the loss function through experiments, and explore the influence 
of learning rate on the quality of the model. In subsequent articles, the Sec. 2 will introduce the dataset 
MNIST used in this experiment, as well as the three models used in this experiment, namely transformer, 
diffusion, and RNN. In Sec. 3, the performance of these three models will be explained, and the results 

will be explained. This study will also explain the limitations of the experiment and provide future 
prospects. A summary will be provided in Sec. 4. 

2.  Data and method 

The data used in this experiment is from a dataset called MNIST. MNIST in this experiment was found 
from the Dataset library in Python. MNIST is a large manual numerical dataset and the labels in the 

MNIST dataset are numbers ranging from zero to nine. MNIST includes 60000 training samples and 
10000 testing samples. It contains many ways of writing from 0 to 9. This dataset is very common in 
machine learning and people often use models to train it to measure the accuracy of the models. In this 
experiment, it uses this dataset to discover the convergence of the loss function under different 
hyperparameters. In order to have a better understanding of MNIST, the following figure randomly 
generated twenty-five data from this dataset. One can see that the label displays numbers, and the 
corresponding image below is its writing form, which corresponds one-to-one. As shown in Fig. 1. 

The three models of transformer, diffusion, and RNN will be applied in the experiment. Then, one 

will briefly introduce three models. Transformer model is a deep learning architecture that introduces 
self-attention mechanisms to balance the importance of different positions in the input sequence, thereby 
better handling long-distance dependencies. It is an important component of modern NLP research and 
applications. Diffusion model is a generative model based on a probabilistic diffusion process, which 
can generate data similar to the training set. It utilizes the inverse process of the diffusion process by 
learning to recover data through reversing noise. Finally, it generates data by learning the denoising 
process. RNN is a special type of large model neural network that introduces loops in hidden layers to 

enable the network to remember previous information and process the current input in datasets with 
dependencies. The three models train the data differently, and their best hyperparameters are different. 
Therefore, one only selects parameters within a certain range for experiment and comparison. 
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 This experiment will use these three models to train MNIST and plot the loss function graph. 
Computer will use different models to let the machine learn these 60000 different ways of writing, and 
then use 10000 data points to test whether the machine can distinguish the numbers corresponding to 
these data. In this process, the learning rate will be used as a variable, ranging from 0.0001 to 0.001, 

with a change of 0.0001 each time, while other hyperparameters will remain constant. Computer will 
plot different loss function images with different learning rates and analyze the changes in the images. 
For the variation of the loss function, one will compare ten images and analyze the initial values, 
convergence speed, and final convergence value. The loss function is used to evaluate the degree to 
which the true value differs from the predicted value. Curves with faster convergence rates and smaller 
final convergence values are considered to have better loss functions and better demonstrate that this is 
a model with better performance.  This is because the smaller the value of the loss function, the higher 
the accuracy of the test, indicating that the model has a good training effect. After analysis, the 

experiment will give a relatively reasonable learning rate (0.0001 to 0.001) for the three models. This 
study will also briefly analyze why this learning rate is the best for the model, and analyze why the 
optimal learning rate is different for different models from the way the model is trained.  

 

Figure 1. Labelling of the data (Photo/Picture credit: Original). 

3.  Results and discussion 

3.1.  Model performance 
The first one used is the transformer model. By changing the learning rate, computer plotted ten loss 
function images using the transformer model. Analyze by observing three results shown in Fig. 2 with 

learning rates of 0.0001, 0.0002, and 0.001. These three images will be displayed below. This article 
will first analyze these three images, and then compare and discuss them. Firstly, when the learning rate 
is equal to 0.0001, one finds that the initial value is between 0.3 and 0.35. During the convergence 
process, the image is relatively smooth and the convergence speed is relatively fast. When epoch equals 
60, the image has almost converged to 0. The final convergence result has also tended towards 0, so this 
is a relatively good convergence model. A learning rate of 0.0001 is also a good learning rate. Look at 
the image with a learning rate equal to 0.0002. Its initial value is around 0.3, and the overall convergence 

is also relatively fast. However, during the convergence process, fluctuations often occur, and the 
function does not appear very smooth. It also tends towards a convergence value of 0 when epoch equals 
0. The last image shows a learning rate of 0.001, with an initial value exceeding 0.5. Its speed is 
relatively slow, and its convergence value with an epoch of 100 is around 0.02. This indicates that the 
performance of the convergence model is not very effective, and the parameter with a learning rate of 
0.001 is not satisfactory. Next, this essay will compare these three graphs and find that the model 
performance of the first two graphs is significantly better than that of the third graph. That is to say, 
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when the learning rate is controlled between 0.0001 and 0.001, models with a learning rate close to 
0.0001 will perform better, resulting in better function convergence. 

 

 

Figure 2. Loss as a function of Epoch for with learning rates of 0.0001, 0.0002, and 0.001 for 

transformer (Photo/Picture credit: Original). 

For the RNN model, after observation, this experiment selected images with learning rates equal to 
0.0001, 0.0003, 0.0004, and 0.001. The result shown in Fig. 3 will be presented in the following text. 

When the learning rate is equal to 0.0001, the final convergence value of the generated loss function 
image is slightly higher than 0, and the rate of decline is relatively slow. Its performance is considered 
moderate among these four models. When the learning rate is equal to 0.0003, its loss function converges 
well towards 0. Its convergence speed is relatively fast. When the epoch is equal to 5, the loss function 
value is already below 0.2, indicating that the performance of the model is relatively good. When the 
learning rate is equal to 0.0004, its loss function graph is similar to that when the learning rate is equal 
to 0.0003. However, the convergence speed of its loss function is slower than that of the previous image 

with a learning rate equal to 0.0003. Therefore, a model with a learning rate of 0.0004 also performs 
relatively well. The last image is a loss function graph with a learning rate of 0.001. Its image fluctuation 
is relatively large, and it does not show a convergence when epoch equals 100. When the model starts 
running, the function also converges towards 0.1. However, when the epoch reaches 60, the loss function 
begins to show an upward trend. So, when the learning rate is equal to 0.001, the performance of the 
model is relatively poor. Comparing these four graphs, it shows that for the process of training MNIST 
with RNN models, the best learning rate value should be between 0.0003 and 0.0004. The model 
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performance within this range is relatively good, with a fast convergence speed and a final convergence 
value tending towards 0.  

 

 

Figure 3. Loss as a function of Epoch with learning rates equal to 0.0001, 0.0003, 0.0004, and 0.001 for 
RNN (Photo/Picture credit: Original). 
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Figure 4. Loss as a function of Epoch with learning rates equal to 0.0001, 0.0005, and 0.001 for diffusion 

(Photo/Picture credit: Original). 

The last model is the diffusion model. This experiment has selected three images with learning rates 
of 0.0001, 0.0005, and 0.001 for this model. The following text will display the results shown in Fig. 4. 
The first image has a learning rate of 0.0001, and its convergence speed is relatively fast. When epoch 
is equal to 100, its convergence value is around 0.1, which is a relatively good convergence graph and 
the model performance is satisfactory. The second image has a learning rate of 0.0005, which is faster 
in convergence compared to the first image. The final convergence result is also around 0.1. It is also a 

model with relatively good performance. The last image is an image with a learning rate equal to 0.001. 
Its initial value is the smallest, its convergence speed is also the fastest, and the final convergence value 
is significantly less than 0.1. Therefore, the image with a learning rate of 0.001 has the best convergence 
among the three images, and its model performance is also the best among these three models. Based 
on the above three graphs, one cannot confirm which learning rate is the best for training MNIST in the 
diffusion model. However, one can know that within the learning rate range of 0.0001 to 0.001, the 
learning rate of 0.001 is the most suitable for training MNIST in diffusion models. For the best learning 

rate, it should be greater than 0.001and the experiment will test it in the future.  

3.2.  Explanation of the results 
The Transformer, Diffusion, and RNN models are all trained and optimized using the gradient descent 
algorithm. Although the structures and processes of these three models are not very similar, they all use 
gradient descent to minimize the loss function. In the process of gradient descent, this study will use this 

formula wt+1 =  wt  − ∆F(w), where η is the learning rate, ∆F(w) represents gradient. Learning rate 
determines the step size for each update. Learning rate plays a significant role in gradient descent, which 
is why it was set as a variable in the experiment. The following text will explain why the convergence 
of the loss function also changes when the learning rate changes. Next, this research will discuss the 

learning rate in three different scenarios. The first situation is that the learning rate is too fast. Excessive 
learning rate results in excessive step size, which can cause the model to skip the optimal point and 
fluctuate violently near the optimal solution. This can lead to high-frequency fluctuations or divergence 
in the loss function image, as shown in the last image of the RNN model, which is caused by excessive 
learning rate. This situation can lead to unstable convergence of the function graph and the occurrence 
of oscillations. The second scenario is when the learning rate is too slow. When the learning rate is too 
low, a small step size can result in slow model updates. At the same time, in this situation, local optima 
may occur, causing the model to enter local minima and unable to exit these local optima. This can lead 

to slow convergence and local optima in the model. The third and best scenario is when the learning rate 
is moderate. In this case, the parameter updates of the model are relatively stable. The loss function 
graph will gradually converge to a global or local minimum, and the convergence speed is very stable. 
In theory, this model optimization will gradually approach a stable minimum value. 

3.3.  Limitations and prospect 

For the limitations of this article, there are many factors that affect the convergence of the loss function, 
and this article only analyzes the learning rate as a hyperparameter. In fact, each hyperparameter has a 
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certain impact on the convergence of the loss function graph, which affects the speed and final 
convergence value of the loss function graph. Meanwhile, during the range selection process, this 
experiment only controlled the learning rate between 0.0001 and 0.001, which is a relatively small range. 
Through the analysis of three models, the transformer model and RNN model can find the optimal 

learning rate for training MNIST. However, the diffusion model cannot find the optimal learning rate. 
This is because the optimal learning rate of the diffusion model for training MNIST is greater than 0.001, 
which is also the limitation of this experiment. One of them is that the influencing factor only takes the 
learning rate, and the other is that the range of values is too small. For future expectations, it is possible 
to investigate the impact of more factors on the convergence of the loss function graph and how these 
factors affect convergence. At the same time, the range of values should be increased and the size of 
each interval should be reduced. These improvements are aimed at better identifying the optimal 
hyperparameters for training MNIST with these models. At the same time, this is also an opportunity to 

search for more datasets, discover how the optimal parameters change between different datasets, and 
investigate whether the reasons for these changes can be identified. At the same time, it is also possible 
to search for more models and analyze the different training processes of various models to determine 
which model training method is better and how to improve this method in order to establish a better 
model. Various models are constantly improving and perfecting, and one should strive to find better 
models to promote the development of machine learning and enhance its capabilities. 

4.  Conclusion 

To sum up, the learning rate, as an important hyperparameter, has a significant impact on the 
convergence of the loss function and deeply affects the performance of a model. When training the 
MNIST dataset, for the transformer model, a learning rate around 0.0001 shows a performance, while 
for the diffusion model, a learning rate greater than 0.001 shows a satisfactory performance (due to the 
issue of hyperparameter interval selection, this experiment did not obtain an interval range). For RNN 

models, a learning rate between 0.0003 and 0.0004 will exhibit satisfactory convergence performance. 
For the hyperparameter of learning rate, both too large and too small can lead to poor convergence of 
the loss function, that is, poor model performance. In the future, more experiments will be conducted on 
hyperparameters to analyze their impact on the convergence of loss functions, in order to gain a better 
understanding of model performance. This study analyzes the convergence of the loss function from the 
hyperparameter of learning rate, which helps these models produce better results in practical applications. 
Simultaneously, better analyze the significant impact of learning rate on model performance. 
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