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Abstract. With the continuous development of the global economy, the demand for loans from 

individuals and enterprises is growing. However, loan defaults have gradually become a major 

challenge facing the financial industry. Loan defaults not only directly affect the profitability of 

financial institutions, but may also trigger systemic risks and pose a potential threat to the entire 

economic system. Therefore, improving the accuracy of loan default prediction is crucial for 

financial institutions to effectively manage credit risks. This study built a system for personal 

loan default prediction by combining TabNet with the Logistic regression model. Through 

feature engineering, this study extracts potential credit risk features by utilizing datasets from 

personal and Internet loans. The accuracy of default prediction is improved by combining 

TabNet's feature learning capabilities with Logistic Regression's interpretability. An AUC value 

of 0.89 was achieved by the integrated model, which achieved a notable performance. The results 

indicate that a system that relies on machine learning to predict defaults can significantly enhance 

the quality of credit approval decisions and lower the likelihood of bad debts for financial 

institutions. Future studies could aim to optimize the feature selection process, experiment with 

more advanced machine learning algorithms, or apply the model to diverse loan datasets, thereby 

enhancing both its generalization and accuracy. In conclusion, this study offers a novel approach 

to loan default prediction, demonstrating significant practical value and providing substantial 

support for the risk management and decision-making processes of financial institutions. 
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1.  Introduction 

Due to the rapid development of the global economy, loans have become essential for both individuals 

and enterprises to obtain funds. However, loan defaults have become one of the major challenges facing 

the financial industry. Loan defaults not only directly affect the profitability of financial institutions, but 

may also trigger systemic risks and hurt the entire economic system. The financial sector has become a 

crucial challenge in addressing loan default risks efficiently [1,2]. 
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The prediction of loan defaults is critical for financial institutions. Traditional default risk assessment 

methods usually rely on historical data and rules of thumb, which are inadequate when faced with 

complex data patterns and non-linear relationships. Financial institutions often need to face a large 

amount of customer data during loan approval and post-loan management [3,4]. This data contains rich 

information, but traditional methods are difficult to fully mine and utilize this information [5]. By 

leveraging advanced machine learning technologies, particularly algorithms with robust feature learning 

capabilities, the accuracy of default prediction can be markedly enhanced, leading to a reduction in bad 

debt risk. 

Significant progress has been made in recent years in the application of machine learning techniques 

for default prediction. Machine learning models have the ability to handle complex data structures and 

uncover potential non-linear relationships, unlike traditional statistical models. For instance, the support 

vector machine (SVM) is frequently employed in default prediction studies, with evidence indicating 

that the SVM model can significantly enhance prediction accuracy and robustness. In addition, due to 

its advantages of ensemble learning, the random forest algorithm performs well in processing high-

dimensional data and feature selection, and studies have proven its effectiveness in loan default 

prediction [6,7]. Another related research uses the Gradient Boosting Trees algorithm, combined with 

big data and feature engineering, to propose an improved default prediction model. This model achieves 

high prediction accuracy and stability through refined feature selection and data preprocessing. These 

studies show that machine learning technology can not only improve the prediction performance of the 

model but also has good adaptability and scalability. 

This study combines the TabNet model and the Logistic Regression model to build an efficient 

personal loan default prediction system. As an emerging deep learning model, TabNet has excellent 

feature learning capabilities and can automatically identify and extract key features in the data. Logistic 

Regression's interpretability enhances the transparency and understanding of the model's prediction 

results. We aim to enhance the accuracy of default prediction by combining these two models and give 

financial institutions more effective credit risk management tools. 

2.  Dataset 

The dataset used in this study comes from the personal loan and online credit default prediction 

competition on the DataFountain platform and is derived from the desensitization simulation of personal 

loan data and online credit data. Two sets of data are created, one for training and another for testing. 

The dataset contains three parts: personal loan default records (10,000 records), online credit loan default 

records (750,000 records), and a test set (5,000 records). These data cover the borrower's personal 

information, financial status, loan details, and repayment behaviour. 

2.1.  Training Data Description 

Table 1 and Table 2 are some key fields of personal loan and online loan data. 

Table 1. Description of some data fields of personal loans 

Field Name Field Description 

loan_id Unique ID of loan record 

user_id Borrower unique identifier 

total_loan Loan Amount 

interest Loan interest rate 

monthly_payment Installment amount 

employment_type Company Type 

industry Work Areas 

debt_loan_ratio Debt-to-income ratio 

early_return Number of early repayments 
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Table 2. Description of some data fields of online loans 

Field Name Field Description 

loan_id Unique ID of online loan record 

user_id User unique identifier 

total_loan Online loan amount 

interest Online loan interest rates 

employment_type Company Type 

debt_loan_ratio Debt-to-income ratio 

early_return Number of early repayments 

2.2.  Preprocessing and feature engineering of data 

The purpose of this research was to ensure data quality and model effectiveness by conducting thorough 

data preprocessing and feature engineering before training. 

2.3.  Data cleaning and missing value processing 

In the data cleaning stage, we first processed the missing values to ensure the integrity of the data set 

[8,9]. For numerical features such as revolving credit balance, number of public record expungements, 

and debt-to-income ratio, we chose to use the median for filling, because the median is not sensitive to 

outliers and can better maintain the original distribution of the data. For categorical features such as zip 

code, we used the mode for filling, which can maintain the main trend of the feature category. 

2.4.  Feature Transformation 

All data features were converted to a unified format, and illogical future dates were corrected to ensure 

the accuracy of the time data. Additionally, for categorical data, we implemented label encoding to 

transform text attributes such as employer type and industry into numerical formats suitable for 

processing by machine learning models [10]. 

2.5.  Feature Engineering 

During feature engineering, the study applied innovative techniques to enrich the dataset's information 

content. In particular, we used K-means clustering to generate new features based on zip code and 

industry data, such as calculating the average loan interest rate for each category. These new features 

help reveal deeper data patterns and trends. 

2.6.  Data Normalization 

To mitigate the effects of differing feature scales and enhance the model's generalization, we 

standardized all numerical features. We normalized the feature values using standard deviation, ensuring 

they followed a distribution with a mean of zero and a standard deviation of one. 

3.  Modelling 

3.1.  TabNet  

In the training of the TabNet model, the following metrics and formulas were used to assess performance 

and refine the training process: 

A key metric for evaluating binary classification models is the Area Under the Curve (AUC). It 

assesses the model's effectiveness by calculating the area beneath the receiver operating characteristic 

(ROC) curve. The calculation formula for AUC is:  

 AUC = ∫ ROC(x)
+∞

−∞
dx       (1) 
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3.2.  Extraction of Features 

During the feature extraction phase, we derived the predicted probabilities for each sample using the 

TabNet model. The predicted probabilities are utilized to create new features, which are then employed 

to train the Logistic Regression model. The formula for calculating the predicted probability is: 

 p̂
i

= P (class
i
|features)   (2) 

Among them, p̂
i
 represents the predicted probability that the sample belongs to the i-th class. 

3.3.  Standardization 

To ensure that the features are trained at the same scale, we normalize the features. The normalization 

formula is as follows: 

 X
scaled

=
x−μ

σ
      (3) 

In this context, xxx represents the original eigenvalue, μ denotes the feature's mean, and σ indicates 

the feature's standard deviation. Standardizing the features ensures that the mean of the standardized 

feature is 0 and the standard deviation is 1, thereby processing all features on a uniform scale. 

3.4.  Logistic Regression Model 

To optimize its parameters, the Logistic Regression model employs the cross-entropy loss function, 

commonly referred to as logarithmic loss. The formula used to compute the cross-entropy loss function 

is: 

 L (y, ŷ) = − [ylog (ŷ) + (1 − y)log (1 − ŷ)]       (4) 

Among them, y is the actual label and ŷ is the predicted probability. The final loss is averaged over 

all samples and used for model training and optimization. 

3.5.  Model training parameters 

During model training, we set specific parameters to optimize model performance and ensure efficient 

training. We set a learning rate of 0.02, which helps control the updated amplitude of parameters during 

optimization, ensuring that the model converges quickly while avoiding excessive oscillations during 

learning. The batch size is set to 1024, while the virtual batch size is 128. This setting determines the 

number of data samples used each time the model parameters are updated, thereby balancing the 

efficiency of computing resources and the stability of model updates. We specified a maximum of 200 

iterations to allow sufficient time for the model to learn the data patterns during training. This limit 

ensures that the model has adequate opportunities to optimize. In addition, the patience parameter of the 

early stopping mechanism is set to 20 iterations. If there is no improvement in the performance on the 

validation set after 20 consecutive iterations, the training will stop automatically. This mechanism helps 

prevent the model from overfitting during training [11,12]. 

4.  Experimental methods and results 

4.1.  Experimental methods 

The TabNet model first extracts features from the training data and generates probability outputs. The 

outputs are incorporated into the training set as additional features and then used to train the Logistic 

Regression model, with the goal of enhancing the model's overall performance. K-Fold CV is applied 

during training and evaluation to ensure the model's generalization capability. 
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4.2.  TabNet  

While deep neural networks perform exceptionally well with unstructured data, such as images, text, 

and speech, they are less frequently utilized for tasks involving structured data like tabular data. 

Relatively speaking, traditional machine learning methods are more widely used in such tasks because 

they are more effective in classification and interpretability, and require fewer training parameters.  

Deep neural networks excel at automatically learning feature representations, reducing dependence 

on manual feature engineering, and supporting online learning for dynamic model updates. In 2019, 

Google introduced the TabNet model, which preserves the end-to-end training and feature representation 

benefits of deep neural networks, while also providing strong interpretability and efficient sparse feature 

selection [13]. 

TabNet's architecture uses a neural network framework that involves multiple steps to construct a 

neural network similar to an additive model, with the following characteristics. 

4.2.1.  Feature Selection  

The attentive transformer layer utilizes the output from the previous layer to generate the mask matrix 

for the current layer, enabling automatic feature selection [14]. The structure of TabNet is illustrated in 

Figure 1. 

 

Figure 1. TabNet architecture 

4.2.2.  Feature calculation 

The function of the feature transformer layer is to calculate and process the features selected in the 

current step. Another advantage of TabNet is its self-supervised learning capability. When processing 

structured data, feature representation can be achieved by artificially masking some features and then 

using an encoder-decoder model to predict these masked features, as shown in Figure 2. 
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Figure 2. Flowchart 

4.2.3.  Five-fold CV 

In Five-fold CV, the dataset is randomly divided into five equal sections, known as folds. In each round, 

four folds are used for training the model, while the fifth is set aside for validation. This process is 

repeated five times, with each fold being used as the validation set once. The model's final performance 

is then averaged across all five rounds of validation results. 

The five-fold cross validation process can be expressed by the following formula: 

 CV
score

=
1

K
∑ score

i

K

i=1
     (6) 

This cross-validation method can effectively reduce the model's dependence on data partitioning and 

provide a more stable and reliable performance evaluation. 

4.2.4.  Model parameter settings 

Table 3 below presents the parameter settings for the TabNet and Logistic Regression models: 

Table 3. Model parameter settings 

Model Parameter Name Parameter Value 

TabNet n_d 64 

 n_a 64 

 n_steps 5 

 gamma 1.5 

 lambda_sparse 1.00E-03 

 epsilon 1.00E-15 

 max_epochs 200 

Logistic Regression max_iter 1000 

 

In the model parameter settings of this article, we configured the decision block feature dimension 

(n_d) of the TabNet model to be 64, and the attention mechanism feature dimension (n_a) was also set 

to 64 to capture complex feature representations and attention allocation. The model contains 5 decision 

steps (n_steps), each of which makes decisions based on the current attention weight, and uses a scaling 

factor (gamma) of 1.5 to enhance the sparsity of the attention mechanism. We used the Adam optimizer 

for training, benefiting from its adaptive learning rate adjustment, with an initial learning rate set at 0.02 
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(2e-2). Training was planned for 200 epochs, with an early stopping mechanism included to mitigate 

overfitting. For the Logistic Regression model, the maximum number of iterations was set to 1000 to 

ensure adequate convergence attempts. 

4.3.  Experimental results 

Each ensemble model's performance on the test set is summarized in Table 4, with different indicators 

such as accuracy, precision, recall, and F1 score being used to evaluate them. TabNet and Logistic 

Regression's combination is highly effective in multi-evaluation metrics, leading to their final selection 

for integration. 

Table 4. Comparison of ensemble model performance 

Model Precision Recall F1-Score Accuracy 

TabNet + LightGBM 0.586 0.4294 0.4949 0.8528 

TabNet + XGBoost 0.5418 0.4234 0.4749 0.8425 

TabNet + RandomForest 0.5959 0.3761 0.4603 0.8519 

TabNet + Logistic 

Regression 
0.6153 0.4149 0.4949 0.8578 

 

As can be seen from the table, the integration of TabNet and Logistic Regression performs well in 

terms of accuracy and F1 score, especially the improvement of F1 score is the most significant. 

Compared with other model integration methods, the combination of TabNet and Logistic Regression 

can better balance the performance of the model, so it was selected as the final integrated model. 

In this experiment, the TabNet model selects features through the sequential attention mechanism 

and generates probability outputs, which are input into the Logistic Regression model as additional 

features. The coefficients of the Logistic Regression model can directly explain the importance of each 

feature to the final classification result. 

In the Logistic Regression model, feature importance is defined as the absolute value of the 

coefficient, with the importance of the j-th feature represented as  Importance
j
, where j indicates the 

feature index. The linear expression of the Logistic Regression model is as follows: 

 ŷ = σ (∑ w
j
 . x

j
+ b

n

j=1
)     (7) 

 Importance
j

= |w
j
|            (8) 

In order to analyze the impact of different features on the classification results, this paper draws a 

feature importance graph (as shown in Figure 3). In Figure 3, tabnet_output is the output feature of the 

TabNet model, which shows the highest importance in the integrated model. 

Proceedings of  the 2nd International  Conference on Machine Learning and Automation 
DOI:  10.54254/2755-2721/103/20241160 

175 



 

 

 
Figure 3. Feature importance graph 

In the model, features related to early repayment and loan status show higher importance, indicating 

that they play a key role in credit risk assessment and have a significant impact on the final decision of 

the model. The high importance of these characteristics reflects their critical role in differentiating 

customer credit risk. In contrast, the relatively low importance of other features may mean that they 

contribute less to the classification results or that there is a certain degree of redundancy in information. 

5.  Conclusion 

This study aims to improve the accuracy of predicting personal loan defaults by developing an effective 

credit risk assessment system, utilizing both TabNet and Logistic Regression models. Experimental 

results indicate that TabNet excels in feature extraction and initial classification, supplying high-quality 

input features for subsequent ensemble models. On this basis, through integration with Logistic 

Regression, the overall performance of the model is further enhanced, especially in key indicators such 

as accuracy and F1 score. Compared with traditional models, this integrated approach demonstrates 

stronger predictive capabilities and significantly improves the effectiveness of default risk assessment. 

Furthermore, this study presents a detailed examination of feature importance, highlighting the critical 

role of certain features in predicting defaults. The findings substantially enhance the precision of credit 

risk assessment and management. By integrating the deep feature learning strengths of TabNet with the 

interpretability of Logistic Regression, the research successfully developed a default prediction system 

that is both accurate and practical. The model exhibited excellent performance on several indicators 

during the experiment, notably achieving an AUC value of 0.89. This result both validated the model's 

predictive effectiveness and provided crucial decision-making support for financial institutions in the 

credit approval process. The findings of this study demonstrate that a machine learning-based default 

prediction system can effectively detect potential credit risks, significantly mitigate bad debt risks, and 

play a crucial role in enhancing business efficiency. This study offers new approaches and tools for 

credit risk management through effective data processing, feature engineering, and model selection. 

Additionally, it highlights future research directions, especially in enhancing model interpretability and 

managing larger datasets, where there remains potential for further development. 

Future research could focus on integrating various machine learning algorithms and incorporating 

additional data sources and feature engineering methods to enhance the prediction model's performance. 

Moreover, the ongoing advancement in financial technology could introduce new data types and 

processing techniques, offering fresh insights and opportunities for improving default prediction. 
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Therefore, continued attention and application of advanced technologies will help further improve the 

default prediction model and enhance the risk management level of financial institutions. 
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