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Abstract. All around the world, the crime rate has been increasing day by day, causing a rise in 

security issues. Closed-Circuit Television (CCTV) cameras have been installed throughout the 

world with the aim of decreasing crime and increasing public safety. The usage of CCTV cam-

eras helps to increase crime detection accuracy significantly. Daily, a considerable amount of 

data has been recorded through CCTV cameras. Detection and recognition of culprits in the rec-

orded data is a challenging task as it takes a lot of time, and human interaction is also involved. 

So, there is a need to develop a system that performs real-time detection and tracking of humans. 

This paper proposes a human detection and tracking system based on deep learning that assigns 

a unique ID to humans who enter the video scene.  Multi-Task Cascaded Convolutional Neural 

Networks (MTCNN) and FaceNet models are used to achieve the desired target. The MTCNN 

model is trained on the WIDER SPACE dataset to perform human detection. FaceNet is used for 

human identification that is trained on the LFW dataset.  The proposed system has been evaluated 

on 50 video sequences captured in different environments and achieved 97% average accuracy. 
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1.  Introduction  
Public safety is one of the main focuses of any government. Street crime is meant by any criminal 

offense such as robbery, assault, homicide, rape, and arson in a public place [1]. Street crime is one the 

main challenge faced by law enforcement agencies around the globe. Street crimes create a significant 

impact on human lives as they did not feel safe to travel which significantly affects their routine life and 

pushes them into depression [2]. The rate of street crime increases day by day as the world’s population 

grows. Table 1 lists the top 10 countries with the highest street crime rate index. It can be seen that 

Venezuela is at the top of the list with a crime rate index of 83.76% [3]. To calculate the crime rate 

index, the authorities find the total number of reported cases, divide it by the total number of populations, 

and then multiply the answer by 100000 [4, 5]. 
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The security expert introduces different kinds of methods to control this highly alarming street crime in 

developed and underdeveloped countries. Installation of CCTV cameras on-street is one of them. It can 

be considered as a progression of inquiries involved in the ‘5WH’ examination model. This model de-

scribes who was associated with an occurrence, where did it occur, what occurred, when did it occur, 

for what reason did it occur, and how any offenses were submitted [6]. While using CCTV cameras 

detection rate has been enhanced to the accuracy of 55.7%. Due to the absence of cameras, detection 

rates of just about 2% [7]. 

Daily, a vast amount of data has been recorded through CCTV cameras. Detection and recognition 

of culprits in the recorded data is a challenging task. It takes a lot of time, and human interaction is also 

involved. So, there is a need to develop a system that performs real-time detection and tracking of hu-

mans. Many researchers have been working on the implementation of detection and tracking. Several 

challenges are faced, such as segmentation errors, problems in tracking complex objects such as faces 

and shadows, and changes in lighting conditions. There has been a low accuracy rate of 69% [8]. A 

system with higher efficiency protocol has been presented, but there is a problem in storage capacity 

while numerous companies enhance their storage capability (up to 50%). Generally, memory has been 

removed weekly in a CCTV to give new footage storage because of low storage capacity [9]. To over-

come these challenges, an approach of computer vision has been used, which might start with identifying 

and detecting individuals in the scene that can be classified as humans and performing tracking [10]. 

After the human bodies are detected, the counting procedure by facial identification is straightforward. 

Manual monitoring through CCTV cameras is a hectic and time taking job. It needs a lot of attention, 

and many incidents can be unaddressed during manual checking. To address this issue, in this work, 

deep learning-based CCTV cameras monitoring system is introduced that detects the human from video, 

identifies the human face, assigns a unique ID, and performs tracking. Multi-Task Cascaded Convolu-

tional Neural Networks (MTCNN) and FaceNet models are used to achieve the desired target. The 

MTCNN model is trained on the WIDER SPACE dataset to perform human detection. FaceNet is used 

for human identification that is trained on the LFW dataset. The experimental results indicate that the 

proposed system performs the desired task with 99% accuracy. The security agencies can automatically 

identify unauthorized persons and activities through this system without delay and biasness.  

The rest of the paper is organized as follows: Section 2 presents a literature review. The proposed 

human detection and tracking system are presented in section 3. Experimental analysis is made in section 

4. Finally, the conclusion is drawn in section 5.  

Table 1.  Top ten countries’ with high crime rate index [6].  

Sr. No. Country Name Crime Rate Index 

1 Venezuela 83.76 

2 Papua New Guinea 80.79 

3 south Africa 76.86 

4 Afghanistan 76.31 

5 Honduras 74.54 

6 Trinidad and Tobago 71.63 

7 Guyana 68.70 

8 EI Salvador 67.79 

9 Brazil 67.49 

10 Jamaica 67.42 
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2.  Literature review 

In literature, several efforts have been made by proposing a variety of frameworks, algorithms, models, 

and different tools and techniques to detect and track humans from video. Visakha et al. [11] have de-

veloped a technique in which humans are detected from the video scene and tracked as long as they stay 

in the scene by recognizing individual persons. They used multiple cameras to capture the scenes and a 

Haar classifier for human detection. The experimental results are not mentioned and discussed are miss-

ing in this work. Jin et al. [12] have proposed a technique to identify humans in pre-recorded videos by 

using global and local structural information. Initially, they performed pedestrian detection after that 

tracking is done through facial recognition. To develop a system, they captured 93 video sequences in 

the corridor. They achieved 91 % accuracy.  

Ojha et al. [13] have presented a survey of techniques that perform object tracking in video surveil-

lance. They classified techniques into different types and discussed their positive and negative aspects. 

They also presented background subtraction, temporal differencing, and the optical flow tracking pro-

cess. They categorized object tracking techniques as region-based, active contour-based, and feature-

based. Prabhakar and Ramasubramanian [14] have proposed an algorithm to track unknown and aban-

doned objects with the help of background subtraction and morphological filtering. They tested the al-

gorithm on a real-time video surveillance system and claimed very low false alarms and missing detec-

tion. Akama et al. [15] have used multiple omnidirectional cameras and a machine-learning algorithm 

to develop a method for human tracking and posture evaluation. By using two omnidirectional cameras, 

the trajectory of Head and foot position could be obtained continually to identify the behavior of resi-

dents. A successive human tracking system can only be possible in daily life by adding a machine learn-

ing method to identify the action between abnormal and normal situations. Chang and Liu [16] have 

proposed a technique to detect multiple heads that can be used in the smart human tracking system. They 

also presented a parallel design for optimizing the computational complexity of this approach to deploy-

ing it on embedded platforms. This technique performed head detection with 85% accuracy. Kang et al. 

[17] have developed a multiple moving body human detection and tracking technique with the help of 

CCD and thermal image sensor. They used a chess board to calibrate the CCD and thermal image that 

display the texture and thermal data for heterogeneous sensor fusion. To track the moving body, a seg-

ment blob tree is developed. They claimed that the technique performed well in dynamic environments. 

Dinama et al. [18] have proposed a system for human detection and tracking for surveillance of video 

footage. To track the detected persons, tracking algorithms are developed using a deep neural network 

in which channel and spatial filters are used. 

Shehzed et al. [19] have presented a multi-person tracking technique for crowd counting and abnor-

mal/normal events detection for both outdoor and indoor environments. The proposed technique com-

prises four main modules including human detection with the help of inverse transform and median filter, 

head-torso template extraction, human tracking using Kalman filter with Jaccard similarity and normal-

ized cross-correlation, and crowed clustering analysis based on Gaussian mapping for normal and ab-

normal events detection. The experimental analysis is performed on PETS2009 and UMN crowd anal-

ysis datasets that showed that the system has achieved 88.7% counting accuracy and 95.5% detection 

rate. Jin et al. [20] have proposed a system to perform human identification based on global and local 

structural information. Initially, they performed pedestrian detection and tracking using facial recogni-

tion. After that, a pedestrian identification is made through a selective algorithm. They used their own 

dataset and claimed that their method had better results as compared to techniques that are using only 

facial information. Othman and Aydin [21] have introduced a human detection technique that is capable 

of catching images and sending them to android phones. In this work, people are detected with the help 

of an IoT-based system that also used computer vision techniques. To develop a system, a Raspberry PI 

3 card along with a PIR sensor and camera is used. PIR sensor help to perform any movement detection 

and a camera is used to capture the movement. To send the captured images to a Smartphone telegram 

application is used. Experimental results showed that a 93.89% detection rate has been achieved.  

Liu et al. [22] have proposed a technique for resolving multi-target visual tracking problems. They 

considered across the frame and across camera data correlation along with appearance and dynamic 
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similarities scores to address this problem. For appearance attributes, the Local Maximal Occurrence 

Representation feature extraction technique for ReID is used. For dynamic features, they developed a 

Hankel matrix against each target tracklet, and rank estimation with Iterative Hankel Total Least Squares 

algorithm is applied to it. They evaluated the technique on sequences taken from EPFL CVLAB and 

Duke MTMC dataset and achieved satisfactory results. Ko et al. [23] have derived a new technique that 

integrates the extended Kalman filter-based 2D image tracking and 3D depth tracking to improve the 

performance of fall detection with the help of a single camera. The experimental analysis showed good 

results.  

It is observed that several researchers have proposed techniques to perform human detection and 

tracking in videos. Some techniques targeted single camera detection and tracking while others per-

formed multi-cameras human detection and tracking. Only a few techniques assigned a unique ID to a 

person but the ID changed every time whenever the person re-enters an environment. There is a need to 

develop a comprehensive system that performs human detection and tracking by assigning a unique ID 

to any human being who enters this environment each time.  

3.  Proposed system 

The complete design of the proposed system is discussed in this section. The proposed method takes the 

video as an input and applies a different operation to find the solution to the problem. The flow diagram 

of the proposed system is shown in Figure 2. The following sections describe the main components of 

the proposed system. 

 

Figure 1. Flow diagram of the proposed  system. 

3.1.  Input video 

To develop the proposed system, 50 video sequences are captured in both indoor and outdoor environ-

ments through CCTV and mobile phone cameras. The details of a few captured video sequences are 

listed in Table 2.  
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3.2.  Human detection using Multi-Task cascaded convolutional neural network (MTCNN) 

MTCNN is a type of neural network algorithm that is a pre-trained model introduced in 2016 by Zhang 

et al. This algorithm is used for human face detection on human face image datasets [24]. It uses three 

different networks, P-Net (Proposal-Network), R-Net (Refine-Net), and O-Net (Output-Net), to find out 

the alignments of the face. The primary formation of the MTCNN is shown in Figure 4. Initially, images 

are resized on different scales; the next step is to stack them into an image pyramid. After that, the 

system can produce the same face on a different scale. In this way, the system enhances the network’s 

capability. Finally, a pivot window will be put into the pyramid and split the image into its domain, 

which is input to the network. 

 

Figure 2. The pipeline of the cascaded framework of MTCNN. 

3.3.  Face recognition 

To perform face recognition, FaceNet is used in the system. FaceNet was launched in 2015 by Google 

examiner Schroff et al. [25]. The Architecture of FaceNet consists of a deep convolutional neural net-

work. Batch is used for the input layer, and that is further followed by L2 normalization, which provides 

face embedding. In his process, the triplet loss function is used for face validation. This function tells us 

about f(x) creating embedding in d-dimensional space for an image x. In the training phase, FaceNet 

 

Table 2. Sample test video sequences. 

Video 

Source 

Duration 

(Second) 

Resolution No. of Person Environment Total No. of 

Frames  

CCTV 33 1280x720 3 Outdoor 792 

Mobile  19 640×360 3 Outdoor 456 

CCTV 45 1280×720 7 Indoor 1080 

Mobile  55 1280×720 3 Indoor 1320 

CCTV 60 1280×720 4 Outdoor 1440 
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learns and extracts different facial features. After that, these features are directly converted to 128D 

embedding in which the same faces shall be close to each other and various faces shall be huge apart in 

the embedding space. When FaceNet starts work, it takes multiple images of a particular person, saves 

them, and learns and matches images. To compare two or multiple images, it can create the embedding 

for multiple images by saving images throughout the model separately. FaceNet takes a picture of the 

individual's face as a participation and production vector of 128 numbers that address a face’s main 

elements. 

3.4.  Registration and tracking 

For a new face, the registration process is performed by assigning a unique ID and storing the facial 

image in the database. After registration, every time a human will enter the environment, the system 

detects and recognizes his/her face and will assign the same ID by marking the bounding box. The 

system works efficiently and repeats the same procedure automatically.  

4.  Experimental analysis 

To develop and evaluate the performance of the proposed system, the work station with following spec-

ifications is used:  

• Intel core i7-1065G7 

• CPU 1.30GHZ, Quad-core processor 16 GB DDR4 Ram,  

• Integrated Intel iris plus graphics  

• 10th generation processor 

To perform the experimental analysis, 50 test video sequences are used. Test sequences are recorded 

in both indoor and outdoor environments through CCTV and mobile phone cameras. Table 3 shows a 

few input frames and outputs of the system with ID assignment to humans appearing in the scene. It also 

lists the correct and wrong predictions made by the system for a particular test sequence. The model 

works equally well for both indoor and outdoor test sequences. It is observed that if a person appears 

multiple times in a test video the system identifies and gives the same ID every time. The performance 

of the proposed system is evaluated using accuracy, precision, recall, and F1-Score performance meas-

ure metrics. Table 4 lists the experimental results of the proposed system on a five selected test se-

quences. It indicates that the proposed system has achieved 99% accuracy, precision, recall, and F1 

score [26-30].  For a complete dataset, the overall accuracy of the proposed system is 97%.  

Table 3.  Experimental results (continue).  

Sr. No. Input Output Results 

1 

  

Correct predic-

tions =791 

Wrong predic-

tion=1 

2 

  

Correct predic-

tions =453 

Wrong predic-

tion=3 
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Table 5. (continued). 

3 

  

Correct predic-

tions =1074 

Wrong predic-

tion=6 

4 

  

Correct predic-

tions =1314 

Wrong predic-

tion=4 

5 

  

Correct predic-

tions =1439 

Wrong predic-

tion=1 

5.  Conclusion 

Detection and recognition of culprits in the CCTV recorded data is challenging because it takes a lot of 

time, and human interaction is also involved. To automate this process, an automatic human detection 

and tracking system based on deep learning is presented in this work. The presented system assigns a 

unique ID to humans who enter the video scene.  The system used MTCNN and FaceNet deep learning 

models to perform the desired task. The MTCNN model is trained on the WIDER SPACE dataset to 

perform human detection. FaceNet is used for human identification that is trained on the LFW dataset. 

Experimental results indicate that the proposed system has achieved 97% average accuracy. In the fu-

ture, this system can be deployed in a real-time environment to help the law enforcement agencies that 

detect and track criminals.  

Table 4. Experimental results of the proposed system. 

Sr. No. Human 
Detected 

by ID 

Non de-

tected 

by ID 

Accuracy Precision Recall 
F1 

Score 

1 3 3 0 99% 99% 100% 99.4% 

2 3 3 0 99% 99% 100% 99.4% 

3 7 7 0 99% 99% 99% 98.0% 

4 3 3 0 99% 99% 100% 99.4% 

5 4 4 0 99% 99% 100% 99.4% 

Total/ 

Average 
20 20 0 99% 99% 99.8% 99.1% 
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