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Abstract. With the development of deep learning technology, CNN (Convolutional Neural 

Network) models have shown great value in medical image analysis, especially in diagnosing 

early lung cancer, breast cancer, and brain tumors. In this study, we recall and organize the 

application and progress of CNN models in the field of cancer and tumor diagnosis in the past 

five years to provide a theoretical basis and reference for related researchers. This article 

introduces the principles of different CNN cancer diagnostic models and compares and analyzes 

their results, and ultimately finds that these models have significant advantages in improving the 

accuracy and efficiency of cancer diagnosis, but at the same time, there are also problems such 

as too much reliance on large datasets, high model complexity, and poor generalization ability. 

In the future, we can consider optimizing the performance of CNN network models, enhancing 

the generalization ability of the models, and developing data enhancement techniques on this 

basis, so that CNN models can be better applied in the field of cancer diagnosis. 
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1.  Introduction 

With the rapid development of science and technology level and the continuous improvement of people's 

quality of life, the medical industry has developed greatly, but the contradiction between people's 
growing medical needs and the unbalanced development of medical resources has brought great 

challenges to the medical industry. Especially in the diagnosis of major diseases such as cancer, there is 

a higher demand for the accuracy and timeliness of the diagnostic results are increasingly demanding. 

Currently, clinical diagnosis of cancer mainly relies on imaging tests such as CT scans, PET imaging, 
MRI and X-ray [1]. Although these technologies can provide doctors with abundant diagnostic 

information, in the face of massive and complex medical imaging data, manual diagnosis is not only 

time-consuming and laborious, but also susceptible to factors such as doctors' fatigue, experience, and 
subjective judgment, leading to a decrease in diagnostic efficiency and accuracy. Therefore, there is an 

urgent need to introduce new technical means to improve diagnostic efficiency and accuracy. 

In recent years, deep learning models have been widely used in the field of medical image analysis 
due to their excellent performance in processing large-scale data and image analysis. In particular, 

convolutional neural network (CNN) models have shown high potential in cancer diagnosis [2]. CNN 

models can automatically extract features from images in a short period of time and perform complex 
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nonlinear combinations of these features, which can improve the accuracy and efficiency of cancer 

diagnosis. 

This study compiles and summarizes the application of CNN models in cancer diagnosis over the 
past five years, focusing on the performance and progress of its application in different cancer types. It 

aims to provide valuable references for researchers related to this field and to promote the further 

application and optimization of CNN models in cancer diagnosis. 

2.  Application of CNN to cancer diagnosis 

With the development of deep learning, CNN models have shown great value in medical image analysis 

and can be used for the diagnosis of many types of cancers, including brain tumors, lung cancer, breast 

cancer, liver cancer, skin cancer, etc. This automated diagnostic method can help doctors make 
diagnostic decisions more quickly and provide an effective means for early cancer diagnosis. 

The excellent performance of the CNN model in medical imaging data processing is due to its 

structural characteristics, the structure of the CNN model is shown in figure1. As shown in the figure, 
the CNN model is mainly composed of convolutional layers, pooling layers, and activation functions. 

The utilization of convolutional layers effectively reduces the number of parameters by efficiently 

sharing weights, and meanwhile, in the training process, it automatically extracts the local features of 
the input data, which gives the CNN model good generalization ability. The pooling layer reduces the 

computational complexity of the network by decreasing the spatial size of the feature map while 

maintaining the most relevant features. Activation functions (e.g., ReLU) further improve the nonlinear 

representation of the model, making the CNN model perform better in processing complex medical 
images [3]. 

 

Figure 1. Structure of CNN model. 

2.1.  CNN model for lung cancer diagnosis 

Lung cancer is characterized by a high incidence rate, high mortality rate and invisibility. In the early 

stage, lung cancer often has no obvious symptoms, and many patients have already entered the advanced 

stage by the time they are diagnosed, which increases the difficulty of treatment. As lung cancer grows 
fast, is prone to metastasis, and responds poorly to conventional treatments, early detection and 

diagnosis become especially important. Through early detection, patients can have more treatment 

options, thus improving treatment effects and survival rates [4]. To tackle the challenge of early 
diagnosis of lung cancer, 2DCNN was developed as a lightweight deep learning model for early 

diagnosis of lung cancer. The model employs the SMOTE algorithm to balance the dataset thus 

effectively tackling the problem of limited and unbalanced datasets, specifically, the use of the SMOTE 
algorithm to generate synthetic minority class samples can make the dataset more balanced in terms of 

the distribution of classes, thus improving the model performance. In terms of data processing, the 

2DCNN model takes CT scan images as input and preprocesses the images. The steps include resizing 

the image to 256 × 256 pixels and applying a Gaussian filter for smoothing and noise reduction. Then 
the 2DCNN classifies the processed image. The model consists of three convolutional layers, three 

maximum pooling layers, one flat layer, and two fully connected layers, which are nonlinearly mapped 

using the ReLU activation function, and the CT scan images of the attendees are classified as normal, 
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benign, or malignant using Softmax classifier. The dataset was split into training and test sets in an 8:2 

ratio throughout the training phase. The model was trained using the Adam optimizer, with batch size 

set to 8 and training epoch set to 10. When the model was finally analyzed, it turned out to be 97% 
accurate [1]. 

2.2.  CNN model for breast cancer diagnosis  

Breast cancer is a serious cancer with an increasing incidence worldwide, partly because it is difficult 
to detect in its early stages. How breast cancer can be detected at an early stage and accurately treated 

and controlled is extremely important in reducing the mortality rate of breast cancer patients. Currently, 

commonly used methods in medical diagnosis include but are not limited to radiologic imaging, such as 

MRI, and mammography. However, these methods still have certain limitations, they all need to rely on 
doctors' clinical experience to make judgments, and the probability of misdiagnosis is high [5]. To 

address this problem, the pre-trained ResNet50v2 model is used to classify breast cancer images and 

optimized on the original basis. The positions of the batch normalization and activation functions were 
adjusted, the bottleneck structure was introduced, and global average pooling was performed on the last 

layer, which not only reduced the computational volume, but also effectively improved the training 

stability and convergence of the model.ResNet50v2 achieved a training accuracy of 80.17% and a 
validation accuracy of 81.70%.On the basis of ResNet50v2, the study also designed A 14-layer CNN 

model, which contains 1 input layer, 3 convolutional layers, 3 maximum pooling layers, 1 batch 

normalization layer, 1 global average pooling layer, 2 dropout layers, and 3 fully-connected layers, 

compared with the ResNet50v2 model, the 14-layer CNN model has an excellent performance, which 
is significantly better than the ResNet50v2 model. The ROC-AUC of the CNN model is calculated to 

be 0.82, and the confusion matrix of the model is given, both of which indicate that the model has a 

better performance on the classification task. The accuracy and loss epoch curves show a steady increase 
in accuracy and a decrease in the loss function during model training. [6]. In the diagnosis of breast 

cancer, a 20-layer feed-forward CNN model effectively denoises patchy noise in ultrasound images, 

followed by classification using a CNN model for accurate image classification. The 20-layer feed-

forward CNN model estimates the original image by learning the noise features and performing residual 
mapping. Then another CNN classification model is used to classify the image which consists of the 

input layer, two hidden convolutional layers, a pooling layer, and an output layer. The method was 

evaluated on the Mendeley breast ultrasound dataset and the results showed that the method achieved 
excellent results on both classification tasks [7]. 

2.3.  CNN model for brain tumor diagnosis 

Brain tumors are one of the deadliest forms of cancer and they seriously affect the health of children and 
adults. Accurate diagnosis of the type and grade of brain tumors is particularly important in selecting 

appropriate treatment options. Until now, radiologists' manual examination of MRI images has been 

extremely time-consuming and error-prone. The emergence of automated computer-aided diagnosis 

(CAD) systems can well overcome these problems. Over the past few years, due to advances in artificial 
intelligence, CNN-based methods have been widely used for brain tumor classification and diagnosis, 

achieving good performance and results. However, the existing methods still have some limitations, 

such as insufficient classification accuracy, the need to manually segment the tumor region, and poor 
performance on small datasets [8]. The NawNet model is based on the AlexNet model, and the model 

is further optimized by adding different types of layers, adjusting the size of the filter, and using dropout 

layers. Nine convolutional blocks, two fully connected layers, and one output layer make up the model's 
total of 22 layers of low complexity architecture. Each convolutional block has a convolutional layer, a 

ReLU activation layer, and a batch normalization layer. The fully connected layer uses a dropout layer 

to prevent overfitting, and the final convolutional layer uses an average pooling layer to improve model 

accuracy. The model was trained on Kaggle's public dataset which contains 7022 MRI images, from 
which 3350 images were selected for experiments to get 99.4% accuracy of NawNet model [9]. Another 

study pointed out that such as EfficientNetB0, MobileNetV2 and Xception by optimizing the original 
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CNN model architecture and then classifying the brain tumor images from MRI scans. Firstly, based on 

the original structure, the performance of the model is improved by introducing an additional pooling 

layer, dropout layer and ReLu activation function. The training process of the deep learning model is 
accelerated by introducing the concept of migration learning, which directly reads the pre-trained 

weights from the ImageNet dataset. Pre-processing of brain MRI image data, including adjusting 

resolution, horizontal rotation of images and other operations to improve the quality and quantity of the 
dataset. To guarantee the dataset's unpredictability, the brain tumor photos were split into training, test, 

and validation sets during the training procedure. Ultimately, the accuracy of the CNN variant model 

mentioned above is computed [10]. 

3.  Results and discussion 

In this article, the performance of different CNN models in the diagnosis of lung cancer, breast cancer 

and brain tumors is organized and the accuracy of each model is compared and analyzed, and the specific 

results are shown in table1. 

Table 1. Comparison of results of different CNN models in cancer diagnosis. 

Model Dataset Type of cancer Accuracy 

2DCNN [1] 

Iraq Oncology Teaching 

Hospital/National Cancer 

Disease Center 

Lung Cancer 97%  

ResNet50v2 [6] BreaKHis Breast Cancer 80.17%  

CNN Denoising and 

Classification model [7] 
Mendeley Breast Cancer 88%  

NawNet [9] Kaggle Brain Tumor 99.4%  

MobileNetV2 [10] ImageNet Brain Tumor 98.80%  

EfficientNetB0 [10] ImageNet Brain Tumor 98%  

Xception [10] ImageNet Brain Tumor 97%  

 
Table 1 shows the performance of three different CNN models in the diagnosis of lung cancer, breast 

cancer and brain tumor. It can be seen that in the diagnosis of lung cancer, the CNN model reduces the 

cost of manual diagnosis by medical personnel and improves the diagnostic efficiency of lung cancer, 
but a large amount of data about lung cancer is needed in the future for the training of the model, and 

the use of deep learning models for diagnosis inevitably involves the annotation of the dataset and the 

patient's privacy [1]. Meanwhile, the 2DCNN model combined with the SMOTE algorithm proposed in 

this study achieved an accuracy of 97%, but the method is still limited and cannot be applied to all 
datasets. 

In research on breast cancer, the CNN model has performed well in assisting with early breast cancer 

detection and helping to reduce the lethality of the disease. For future research, the proposed 14-layer 
CNN model can be further optimized and improved to increase the performance and accuracy of the 

model. Also consider how the model can be applied to more fields, such as skin cancer, lung cancer, etc. 

To increase the model's accuracy, further study should be done on the extraction of valid feature values 
from healthcare impacts and use them as model training data. 

In the CNN model for diagnosis of brain tumors, the NawNet model has less complexity but high 

accuracy compared to existing methods. This CNN model is currently trained using only a limited 

dataset, and in the future, we can try to continue to expand the dataset or explore some data enhancement 
techniques to further improve the classification performance of this model. Currently, the model only 

uses the CNN model, other more advanced models can be considered in the future to further optimize 

the structure and improve the accuracy of the classification task. In summary, generalization and 
extension of the CNN model is particularly important in clinical medicine, as well as for other more 
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advanced models (e.g., Transformer, etc.). Optimizing the model structure, collecting larger datasets, 

and training the model better are directions for future research to be done. 

CNN models show a large potential for application in clinical cancer tumor diagnosis. However, the 
performance and speed of CNN models, in terms of the quantity and quality of datasets, are still key 

directions for future research. In the future, more sophisticated models may be employed to increase 

classification task accuracy and offer more precise and trustworthy medical diagnosis instruments. 

4.  Conclusion 

Cancer, as a serious disease, poses a huge health threat and economic burden to human society. In the 

traditional medical diagnosis process, medical personnel mainly rely on manual methods to diagnose 

various cancers. This diagnostic method not only consumes a lot of time and increases medical costs, 
but also relies on the personal experience of medical personnel, resulting in poor cancer treatment results. 

To improve this situation, the introduction of computerized deep learning technology for assisted 

diagnosis has become an important development direction in the medical field. This technology can 
assist medical personnel in classifying features such as medical images, thereby improving the early 

diagnosis rate of various cancers to facilitate further examination in the future. In recent years, 

classification techniques for different cancers have been rapidly developed, among which CNN models 
have achieved remarkable results in the field of medical diagnosis. 

The structural features of CNN models enable them to exhibit excellent performance in image 

classification tasks. However, there are still some limitations of CNN models in practical applications. 

The main issues that remain to be solved include developing novel model architectures to enhance model 
performance, expanding the training dataset to overcome the dilemma of insufficient data volume for 

diagnostic accuracy, and enhancing the generalization ability of the model so that it can better adapt to 

different types of cancer diagnosis. Solving the above problems will have a profound impact on the work 
of healthcare professionals and greatly reduce their workload, thus driving a major breakthrough in 

human health management. On this basis, we are expected to realize more efficient and accurate cancer 

diagnosis, provide better medical services to patients, and ultimately improve the overall cure rate of 

cancer. 
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