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Abstract. In fields such as social sciences and market research, open-ended questions can 

collect richer data information, but how to effectively count and analyse these text answers 

becomes a key issue. The study mainly explores the three coding methods of open-ended 

questions in questionnaires, including the definition, process, and application of manual coding, 

semi-automatic coding, and automatic coding. According to existing literature and data, 

manual coding has high flexibility and accuracy, but it is inefficient when processing 

large-scale data; semi-automatic coding combines manual coding and machine learning 

technology, which can improve efficiency while maintaining a certain degree of accuracy; 

automatic coding relies on natural language processing technology and deep learning models, 

which greatly improve coding efficiency, but there is a problem of insufficient accuracy when 

facing complex semantics. Future research can focus on improving the accuracy of automatic 

coding through deep learning, developing intelligent semi-automatic systems that reduce 

manual intervention, and incorporating real-time feedback mechanisms for continuous 

misappropriation. 

Keywords: Open-ended Questions, Manual Coding, Semi-automatic Coding, Automatic 
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1.  Introduction 

Open-ended questions in questionnaires play an important role in fields such as social sciences and 

market research. According to Xiao Fuqun, the significance of open-ended questions in questionnaires 

stems from their ability to free respondents from predetermined answers, thereby facilitating the 

collection of richer data and enabling researchers to uncover unexpected new information[1]. For 

example, in consumer feedback, open-ended questions allow respondents to freely express their true 

feelings about products or services, rather than being limited to preset options. However, how to count 

and analyze the answers to numerous open-ended questions has also become a key problem. For 

example, in a market survey, if hundreds or thousands of consumers each describe their experience in 

different languages and expressions, how can researchers effectively summarize this information and 

draw meaningful conclusions? While data collection holds enormous potential, there are also huge 

challenges in how to integrate these answers. This study explores the limitations of manual coding, 

semi-automatic coding, and automatic coding in dealing with these challenges by describing their 

definitions, processes, and applications, and proposes suggestions for improvement. By analyzing 
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these coding methods, people can not only improve coding efficiency, but also increase the accuracy 

of results, thereby better serving the needs of social sciences and market research. Additionally, this 

study will explore the future development direction of coding methods, with the goal of providing 

guidance for future research and enhancing researchers' comfort level with complex open data. 

2.  Manual coding 

Manual coding, one of the earliest text processing methods, is the basis for coding open-ended text 

answers and originated in the early stages of qualitative research. When researchers began to collect 

data using questionnaires with open questions, how to deal with this messy text data became a key 

issue. Early survey research primarily relied on manual coding, which required researchers to 

manually record each answer, classify it, and quantify it. Manual coding is a systematic process that 

aims to convert open-ended text answers in questionnaires into structured data, which usually includes 

nine steps. Firstly, researchers gather all questionnaire data to fully record all respondents' answers. 

Next, they determine the size of the data sample. . If the data set is small, such as a few hundred 

questionnaires, all of them are coded; if the data set is large, with thousands or tens of thousands of 

questionnaires, a portion is extracted for processing. In the third step, researchers carefully read each 

questionnaire answer to understand its surface and deep meaning. Open-ended questions in survey 

questionnaires vary in complexity. Simple, objective open-ended questions usually lead to clear and 

direct responses, while complex questions may produce answers with multiple layers of meaning and 

diverse expressions. For more objective open-ended questions, researchers can directly record the 

categories and their frequencies in the answers. However, for more complex text answers, researchers 

need to further distinguish their deeper meanings and record them in detail. Subsequently, researchers 

categorize all text answers to transform unstructured data into structured data that is easy to analyze. 

Next, according to the specific purpose of the study, these classified text answers are sorted and coded. 

For those answers that cannot be classified or appear less frequently, the researchers will classify them 

into the "other" category. Finally, the researchers output the coding results to provide a basis for 

subsequent statistical analysis[2]. Although this process is accurate, it is less efficient when processing 

large-scale data, so it has gradually been combined with semi-automatic and automatic coding 

methods in recent years.  

Manual coding is a fully manual operation with unique characteristics of high flexibility and 

precision, which enables it to play an important role in fields that require in-depth understanding and 

detailed analysis. In literary works and text analysis, researchers often need to conduct in-depth 

analysis of literary works such as novels and poems. Through manual coding, the themes, symbolism, 

emotional tone and style characteristics in the text can be captured, and these subtleties are often 

difficult to accurately identify through automated tools. However, manual coding is not without its 

limitations. Wu Jie et al. pointed out that manual coding has a high omission rate in comparison with 

computer coding. The study's coding protocols were strictly followed and experienced coders were 

used, although the percentage of missed codes was still as high as 20% to 30%. This suggests that 

even with the accuracy that comes with manual coding, major omissions can still occur due to human 

mistake, weariness, or oversight — especially when coding big volumes of data[3]. In addition to the 

risk of omissions, manual coding is also very time-consuming and labor-intensive. When faced with 

large-scale data, such as processing tens of thousands of open-ended questionnaires in market research, 

manual coding is obviously inefficient. This coding method relies entirely on manual operations, 

making it difficult to expand quickly, which is exactly what modern research urgently needs. 

3.  Semi-automatic coding 

Semi-automatic coding is a coding method that combines manual operation with automation 

technology. It uses a small amount of manually annotated data to train the machine learning model, 

and then applies the trained model to a large-scale data set for coding. This method aims to improve 

coding efficiency through automation while maintaining manual coding's accuracy and flexibility. The 

process of semi-automatic coding includes multiple steps. The first step is to extract a sample from all 
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the data of the open questions to generate a data set of open text answers; the second step is to divide 

this dataset into a training set and a test set; the third step is to manually encode the training set. 

According to the preset coding standards, the researchers manually encode each text answer in the 

training set to ensure the accuracy and consistency of the initial coding; the fourth step is to use the 

already encoded training set data to train a machine learning model so that the model can encode 

according to the text content; the fifth step is to apply the trained model to the test set and use the 

uncoded data of the test set to verify the model to evaluate the coding ability of the model; the sixth 

step is to check the performance of the model on the test set to determine whether the model has 

reached the expected accuracy and consistency standards; the seventh step is to use the trained model 

to automatically encode a large-scale open text answer dataset after the model performance reaches the 

standard; the eighth step is that for some data that the model cannot accurately encode, it still needs to 

be supplemented by manual coding to ensure the accuracy of the coding; finally, the ninth step is to 

output all the coding results to provide a reliable basis for subsequent data analysis and research[2]. 

In He Zhongshanyue's research, semi-automatic encoding has improved efficiency to a certain 

extent. The reason is that manual encoding can be used to process text answers that are difficult to 

classify, while automatic encoding is used to process text that is easy to classify. The polynomial 

gradient enhancement algorithm is the main manifestation of this progress. The algorithm first 

automatically encodes the text answer, but still relies on manually adjusting parts that are difficult to 

process automatically[4]. 

A semi-automatic encoding method based on text mining and polynomial enhancement has been 

proposed. Compared with manual coding, this method not only improves coding efficiency, but also 

maintains high accuracy. The reason is that it can automatically encode text that is easy to classify, 

while manually processing text that is difficult to classify. In the author's study, with an accuracy rate 

of 80% as the goal, approximately 47% to 58% of the data can be automatically classified[5]. 

Semi automatic coding is highly suitable for educational research. It has the advantages of 

balancing efficiency and accuracy, and strong scalability. With the help of semi-automatic coding 

technology, educational researchers can quickly organize and analyze student evaluations and course 

feedback in the classroom, determine effective teaching methods and areas for improvement, and 

ultimately improve teaching quality. 

Li Yanyan et al. used the semi-automatic coding function of the Vinca tool in "Collaborative 

Learning Interaction Analysis Tool and Its Case Study". The semi-automatic coding Vinca tool 

automatically recommends coding by displaying prompt words in the text, which greatly reduces the 

manual workload while still retaining space for manual review and adjustment[6]. Similarly, Hu 

Shengli and Zhang Songlin pointed out that the semi-automatic encoder can effectively capture the 

potential characteristics of users and projects by embedding auxiliary information in the input layer 

and coding and decoding the data[7]. This method illustrates the efficiency improvement of 

semi-automatic coding in information extraction and processing. 

The semi-automatic encoding itself also has some limitations. For example, using manual encoding 

to train a model in a semi-automatic process may consume a significant amount of time. If the initial 

manual encoding contains errors, it is likely to reduce the credibility and efficiency of the entire 

encoding process. Because such errors may affect the accuracy of the model. 

4.  Automatic coding 

With the in-depth research of deep learning in the field of natural language processing, automatic 

coding has gradually become a popular research topic. This method is particularly suitable for 

preprocessing text answers to open-ended questions in large-scale questionnaires. The current 

automatic coding has achieved almost 100% automation. It uses pre built big data models to encode 

open text answers. The use of intelligent algorithms such as machine learning and artificial 

intelligence reduces coding costs while improving coding quality. Automatic encoding has 

significantly improved the efficiency and consistency of encoding compared to previous encoding 

methods. However, improving its accuracy and generalization ability across different fields and 
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problem types remains a major challenge it currently faces. The steps for automatic encoding are as 

follows: The first step is to identify unresolved issues. The purpose of recognition is to determine 

whether the processed text is the answer to an open-ended question. If not, then other text answers 

need to be classified. The second step is to determine whether it belongs to a specific topic. If yes, 

continue processing; if not, perform other processing. The third step is to extracttextual answers. 

Extract the text answer data of the open question and prepare for subsequent processing. The fourth 

step is to extract the main emotions and sentiment analysis. Extract the main themes and sentiment 

information from the extracted text answers. The fifth step is to automatically encode the answers to 

the open questions, and use the automatic coding system to encode the extracted text. Step six involves 

updating the vocabulary. According to the new vocabulary or unmatched text content found during the 

coding process, the relevant coding model is updated. The seventh step is matching verification to 

determine whether the coding result matches the expected coding standard or vocabulary. Finally, step 

eight output the result. If the matching verification is successful, the final coding result is output; if it 

does not match, the unmatched text is sent back to the vocabulary update module for reprocessing until 

the match is successful[2]. 

Natural language processing (NLP) technology is the cornerstone of automatic coding. This 

technology plays an important role in the encoding process. The importance of this role is particularly 

evident when dealing with complex textual data in open-ended questionnaires. Firstly, NLP 

technology analyzes text to identify low-level tasks. The purpose of recognition is to ensure accurate 

decomposition and processing of textual information. Then, the system uses NLP technology to 

perform advanced tasks. The purpose is to understand the core information and context in the text. 

Named entity recognition and word sense disambiguation are typical representatives of these tasks. 

These processes enable the system to convert text data into structured encoding based on predefined 

rules or through machine learning algorithms. The application of NLP technology has continuously 

improved the accuracy and consistency of automatic encoding. This progress has been made with the 

development of big data and machine learning technologies, especially when dealing with ambiguous 

or ambiguous medical texts[8]. 

Song Fan et al. pointed out that by combining deep learning convolutional neural networks (CNNs) 

with long short-term memory networks (LSTMs) and introducing a bidirectional memory conduction 

mechanism, the accuracy and efficiency of ICD automatic coding will be effectively improved. 

Studies have shown that this method performs well in dealing with long sequence dependencies and 

complex causal relationships in medical texts. Compared with other coding models, the average 

Macro-F1 value reached 63.2% and the Micro-F1 value was 69.9%. In addition, the speed of 

automatic coding has also been significantly improved, with an average coding time of 0.05 seconds 

for the test set, which is ahead of the efficiency of manual coding and semi-automatic coding[9]. 

Lai Jianzhi, in his paper "Research of Urban Shared Bikes Parking Area Automatic Coding 

Method," proposed an automatic coding method based on ArcGIS geoprocessing tools and ArcObject 

programming interface, aiming to solve the problem of precision management of shared bicycle 

parking areas. He used spatial analysis technology to automatically code shared bicycle parking areas 

on both sides of the road, and determined the order of parking areas through buffer analysis and 

overlay analysis. The study found that this method performed well in terms of coding continuity and 

accuracy, with a high degree of automation, and provided strong technical support for the subsequent 

management of shared bicycles[10]. 

Zhang Jing pointed out in the article "Automatic Coding Method and Application of Evaluation 

Questions in Questionnaire Surveys" that compared with manual coding, automatic coding achieves 

more efficient text processing by using natural language processing technologies such as topic 

modeling (LDA) and sentiment analysis, improves efficiency, and saves costs by reducing the need for 

manual intervention. However, Zhang Jing also pointed out that automatic coding has limited accuracy 

when facing complex texts with diverse meanings. In addition, automatic coding also depends on the 

degree of perfection of the topic model and sentiment dictionary. If the model and dictionary are not 

comprehensive enough, the accuracy of the results may be reduced[11]. 
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5.  Discussion 

Despite the continuous progress of manual, semi-automatic, and automatic coding methods, each 

method still faces significant challenges in specific situations, which limits its effectiveness.  

Although automatic coding is extremely efficient, it has difficulties maintaining the accuracy and 

flexibility of manual coding. Automatic coding relies on pre-built models, which means that its 

effectiveness is limited by the quality and comprehensiveness of the training data. 

With the continuous increase in data volume and the continuous advancement of text analysis 

technology, there will be new opportunities for coding methods for answers to open-ended questions. 

Future research can be explored from the following aspects:  

• Although automatic coding has greatly improved coding efficiency, there is still room for 

improvement in accuracy when facing complex and diverse texts. Future exploration can further 

integrate deep learning technology with natural language processing (NLP) technology to improve 

the accuracy of automatic coding.  

• Future coding methods can rely more on human-computer interaction, that is, combining the 

accuracy of manual coding with the efficiency of automatic coding on the basis of the automatic 

coding model to build an intelligent semi-automatic coding system. While ensuring the accuracy of 

coding, the need for manual intervention is further reduced.  

• Future coding systems can incorporate real-time feedback mechanisms, allowing the system to 

continuously self-learn and iterate based on new data or manual corrections by users, thereby 

improving the efficiency and accuracy of coding. 

6.  Conclusion 

This study essentially explores the evolution of open-ended question answer coding methods from 

manual coding to automatic coding. Although manual coding has high accuracy and flexibility, it is 

time-consuming and difficult to adapt to large-scale data sets. Semi-automatic coding achieves a 

balance between efficiency and accuracy by combining manual coding and machine learning. 

Automatic coding is most efficient when processing large-scale data, but sometimes lacks accuracy 

and contextual understanding. However, there are also some shortcomings in this study. To improve 

this study, the future can focus on exploring how to better integrate semi-automatic and automatic 

coding methods and optimize the model to better handle complex text data. Simultaneously, real-time 

feedback mechanisms and more comprehensive training data sets can enhance the coding system's 

accuracy and adaptability across various fields. 
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