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Abstract. The application of large language models (LLMs) in single-agent systems within 

complex environments has proven successful, prompting a growing interest in their use within 

multi-agent systems (MAS). Despite the impressive capabilities of LLMs, it remains unclear 

how they can be optimally integrated and utilized to empower agents in MAS. Understanding 

how to effectively leverage the advantages of LLMs to enhance agent performance is crucial. 

This survey provides a comprehensive overview of the application of LLMs in MAS, focusing 

on their impact on agent cooperation, reasoning, and adaptive abilities. Finally, we discuss future 

directions and open questions in this evolving field. 
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1.  Introduction 

The introduction of Large Language Models (LLMs) into complex single-agent environments, such as 

robotics, games, and embodied AI scenarios, has been remarkably successful. By leveraging the 

cooperation and unique skills of agents, multi-agent systems (MAS) enhance the performance of 

individual LLM agents [1][2][3][4][5]. These systems use the coordination and collaboration of multiple 

agents to tackle tasks that are too complex for a single agent to manage alone [6]. The strengths of LLMs 

enable MAS to address more challenging and practical issues. However, the integration of LLMs into 

MAS is still in its early stages. 

Previously, training an agent within MAS was extremely difficult due to the dynamic and complex 

nature of the environment. Each agent in a multi-agent system has specific duties and abilities, working 

together to achieve shared goals. Many methods focus on using deep reinforcement learning to train 

these agents, but most fail to solve intrinsic MAS problems, such as cooperation [7], adaptability [8], 

and reasoning [9][10]. This paper discusses some of the current challenges faced by MAS and how 

LLMs can be applied to help address these issues.  

We identify three key abilities that distinguish MAS agents from single-agent systems: adaptability, 

reasoning, and cooperation: 

1.1.  Adaptive Power 

Agents trained in a MAS can adapt to different environments or other agents. MAS can be tailored to 

the specific requirements of various use cases. 
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1.2.  Reasoning Power 

Promoting rigorous reasoning in a subset of agents through recurring discussions or debates improves 

interim outcomes. By utilizing reasoning power, agents can adjust their goals or actions to achieve 

optimal results. 

1.3.  Cooperative Power 

Cooperative power enables agents to allocate tasks more optimally and assist each other to enhance team 

performance. Different agents can collaborate more effectively and assign tasks more logically in a MAS, 

allowing the entire system to handle assigned tasks more accurately. 

This paper provides a comprehensive investigation into the use and interpretation of LLMs in MAS. 

It offers a thorough examination of multi-agent systems, offering a survey of the existing works and 

highlighting the challenges and unresolved issues in the field. 

The remaining sections of the paper will cover related work, background, algorithms, future work, 

and conclusions. 

2.  Related work 

2.1.  Adaptive agents 

Adaptive agents have the ability to perform transfer learning [11]. In a multi-agent system (MAS) setting, 

there are two types of transfer learning: inter-agent transfer and intra-agent transfer. Inter-agent transfer 

focuses on receiving and reusing messages from other agents through communication, while intra-agent 

transfer focuses on transferring skills across different tasks or scenarios [12]. With the assistance of 

large language models (LLMs), communication becomes more feasible and efficient. Significant 

progress has been made in inter-agent transfer through the use of these agents [13][14]. 

2.2.  Reasoning Agents 

Previous studies have employed text-based test variations, such as the unexpected transfer task (also 

known as the Smarties Task) or the unexpected contents task (also referred to as the Maxi Task or Sally–

Anne Test), to evaluate large language models' (LLMs) Theory of Mind (ToM) capabilities [15][16]. 

Findings indicate that leading LLMs can successfully pass over 90% of these tests. However, Ullman 

[17] found that LLMs struggle with making more sophisticated ToM inferences, particularly those 

involving communication or second-order beliefs. 

2.3.  Cooperative Agents 

Traditional multi-agent systems predefine communication methods between agents, such as data sharing 

or state observations. The introduction of large language models enables more flexible, human-

understandable communication [18]. As a result, some research has sought to enhance LLM-based 

multi-agent systems by allowing agents to engage in dialogues or debates, improving their decision-

making capabilities [19][20]. This peer-communication technique has also been applied to financial 

tasks. However, these methods are not ideal for financial tasks with a singular goal of profit 

maximization, as they often lead to unclear optimization objectives and can incur unnecessary 

communication costs [21]. 

3.  Background 

LLM: Large language models (LLMs) excel in text completion and other Natural Language Processing 

(NLP) applications due to their training on vast text corpora [22][23]. Recent studies demonstrate their 

capabilities in reasoning[24][25] and action plan generation [26], particularly when prompt engineering 

techniques like chain-of-thought are applied. However, some researchers highlight the limitations of 

these models in creating feasible plans for interacting with real-world objects [27][28]. A growing trend 

is the application of LLMs to develop intelligent agents. 
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MAS: The subfield of distributed artificial intelligence known as multi-agent systems (MAS) has 

seen rapid growth due to its flexibility and intelligence in solving distributed problems [29]. Multi-agent 

systems can address problems that are challenging for a single agent or system to solve. Their 

intelligence is primarily reflected in organized, functional, and procedural behaviors, as well as in search 

algorithms and reinforcement learning. To accomplish tasks, multi-agent systems assign different roles 

to various agents and achieve complex tasks through agent cooperation. Compared to single-agent 

systems, there is less interaction with users during the task completion process. 

4.  Method 

This chapter will cover the three primary LLM components of the current multi-agent system, which 

are adaptive, reasoning and cooperation, as well as any issues that have arisen and their corresponding 

solutions. We will also highlight any current functional shortcomings that can be perfected. 

4.1.  Adaptive Agents 

Adaptability is a crucial element in multi-agent systems, ensuring that these systems can adjust to 

various simulation environments, including interactions with both new agents and novel scenarios.  

Traditional approaches to solving adaptive problems have included several strategies. For example, 

Long [30] used an evolutionary population curriculum to address the scale-up problem, enabling agents 

to adapt to more complex, densely populated environments by leveraging previous experiences. Long 

[31] introduced the concept of a social gradient to tackle scenarios where agents must adapt to unknown 

counterparts. They employed score matching for offline learning and used the learned score function to 

guide agents toward an optimal goal. 

Recently, there has been a growing body of work utilizing Large Language Models (LLMs) to 

address adaptive challenges. Nathalia [32] proposed that effective information exchange through 

communication is key to achieving self-adaptation. To support this, they integrated LLMs, such as GPT-

based technologies, into multi-agent systems. Their approach is based on the MAPE-K model, which is 

well-known for its robust capabilities in monitoring, analyzing, planning, and executing system 

modifications in response to changing environments. They demonstrated their approach by 

implementing and evaluating a simple MAS-based application. This innovative framework significantly 

advances the state of the art in self-adaptive systems by leveraging LLM capabilities to enhance the 

adaptability of autonomous systems. 

In another study, Meng [33] explored the leader-following consensus problem in heterogeneous 

multi-agent systems that are vulnerable to actuator and sensor attacks, specifically focusing on false data 

injection attacks. They introduced a novel adaptive controller designed to ensure consensus tracking 

with cooperative uniform ultimate boundedness, even in the simultaneous presence of sensor and 

actuator attacks. Since complete state information was unavailable, the adaptive dynamics were 

developed using compromised and uncompromised output information. The effectiveness of their 

approach was demonstrated through simulations, highlighting the potential for future research in 

resilient consensus of heterogeneous multi-agent systems under actuator dynamics and attacks. 

Yuan [12] introduced another innovative framework called EVOAGENT. This framework combines 

the powerful language understanding capabilities of LLMs with evolutionary methods to generate 

multiple agents based on initialized agents. EVOAGENT represents a generic approach to multi-agent 

generation, offering new possibilities for creating adaptable agents. 

Together, these papers expand the horizons for developing advanced adaptive agents, providing 

innovative frameworks and methodologies that enhance the adaptability and resilience of multi-agent 

systems in various dynamic environments. 

4.2.  Reasoning Agents 

Reasoning ability is crucial for large language models (LLMs) and multi-agent systems for several key 

reasons: 
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Understanding Complex Contexts: Large language models require advanced reasoning capabilities 

to comprehend and interpret intricate textual information, allowing them to navigate and process 

complex contexts effectively. 

Knowledge Application and Transfer: Reasoning enables models to infer rules from learned 

knowledge and apply them to new problems, thereby enhancing the system's generalization ability and 

adaptability across different scenarios. 

Problem-Solving Ability: In both natural language processing tasks and multi-agent environments, 

reasoning is essential for breaking down tasks methodically and identifying solution paths, ultimately 

leading to successful problem resolution. 

Li [34] highlighted the importance of reasoning in interactive team tasks where agents' mental states 

fluctuate with each interaction. In such scenarios, Theory of Mind (ToM) evaluations become necessary, 

as agents update their mental states based on both communication and observations. This complexity 

makes reasoning more challenging compared to the text-based, static tests used in earlier studies. Their 

findings, which include evaluations using the Sally-Anne test, reveal that LLMs' ToM capabilities 

remain limited, particularly in dynamic teamwork situations where belief states are constantly shifting, 

and communication is frequent. 

Liang [35] proposed the MAD framework, where multiple agents engage in a "tit for tat" exchange 

of arguments, with a judge overseeing the debates to reach a final solution. This framework has shown 

strong performance by carefully considering each agent's perspective. However, challenges arise when 

different LLMs are used by the agents, as the judge may struggle to remain impartial due to variations 

in the configurations and scales of the LLMs, making it difficult to discern the underlying truth. 

Current models can sometimes exhibit overconfidence or make improbable leaps in logic, 

particularly when the quality and accuracy of extracted natural language vary. To address this issue, Du 

[36] introduced a complementary strategy where multiple instances of a language model engage in 

rounds of discussion, sharing their answers and thought processes to reach a consensus. Their research 

demonstrates that this approach significantly improves mathematical and strategic reasoning across 

various tasks. Additionally, it reduces the likelihood of false positives and hallucinations, thereby 

enhancing the factual accuracy of the content generated by the models. 

These studies illustrate that LLM-powered agents possess reasoning capabilities. However, this 

reasoning often relies on carefully crafted prompts tailored to specific tasks. As a result, it can be 

vulnerable to attacks and may falter when applied to different scenarios, highlighting the need for further 

advancements in generalizing reasoning abilities across diverse contexts. 

4.3.  Cooperative Agents 

In a Multi-Agent System (MAS), cooperation is crucial. MAS consists of multiple independent, 

autonomous decision-making intelligent entities (i.e., agents) that need to collaborate to solve complex 

problems and achieve common goals. Through cooperation, agents can share information, work together 

to improve overall task efficiency, and avoid duplicating efforts. 

To accelerate the transition from static, task-specific models to dynamic, agent-based systems 

capable of functioning effectively across various applications, Durante [7] introduced an Interactive 

Agent Foundation Model. This model trains AI agents on a variety of tasks, datasets, and domains using 

a novel multi-task agent training paradigm that unifies different pretraining strategies. The framework's 

performance is demonstrated across three distinct domains: robotics, gaming AI, and healthcare. The 

results are impressive, showing that the integrated LLMs enable agents to cooperate effectively with 

other agents, including humans. However, more training and safety filtering are necessary, particularly 

in gaming, where overly realistic robots could contribute to social withdrawal, and in healthcare, where 

self-prescription based on the model's recommendations is strongly discouraged. 

In multi-agent systems (MAS), each agent can only access the information of its respective human 

user. This creates information asymmetry, posing a new challenge when leveraging agents' 

communication to enhance human cooperation. To address this, Liu [24] proposed a novel MAS 

paradigm called iAgents, short for Informative Multi-Agent Systems. iAgents tackle information 
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asymmetry by proactively exchanging human information necessary for task resolution, mirroring the 

human social network within the agent network. To guide agents' communication toward efficient 

information exchange, iAgents employ InfoNav, an innovative agent reasoning mechanism. By 

organizing human information in a mixed memory in conjunction with InfoNav, iAgents provide agents 

with accurate and comprehensive information for exchange. Additionally, they introduced 

InformativeBench, the first benchmark specifically designed to evaluate the task-solving proficiency of 

LLM agents in the context of information asymmetry. 

Although Large Language Models (LLMs) are increasingly used in financial applications due to their 

ability to perform complex tasks, high-quality sequential financial investment decision-making remains 

challenging. Yu [19]introduced FINCON, a conceptual verbal reinforcement multi-agent framework 

designed for various financial tasks, built on LLM technology. FINCON employs a manager-analyst 

communication hierarchy modeled after successful real-world investment firm structures. The 

framework's core lies in the Synthesized Manager-Analyst hierarchical communication structure and a 

dual-level risk control component. Scaling FINCON's framework to manage large portfolios with tens 

of thousands of assets while maintaining the high decision-making quality observed in smaller portfolios 

is a promising area for future research. 

These agents, integrated with LLMs, demonstrate impressive cooperation skills with other agents 

through communication. However, this ability is limited when dealing with state information that is 

difficult to express or understand through natural language, making message exchange in such contexts 

challenging. 

5.  Future work 

The combination of LLMs and MAS has the potential to address many of the challenges we face today, 

including solving real-world problems, improving human interaction, and enhancing reasoning abilities. 

For instance, Sun [37]  focused on cooperative tasks where multiple agents work toward a common goal 

and interact with each other. They also explored scenarios that involve human participation, facilitated 

by the framework's linguistic component. 

The integration of Large Language Models (LLMs) into Multi-Agent Systems (MAS) is still in its 

infancy, and there are several promising avenues for future research that can significantly enhance the 

capabilities of MAS: 

5.1.  Generalizing Reasoning Across Diverse Contexts 

While LLMs have shown considerable reasoning abilities in specific scenarios, there is a need to develop 

more robust methods that enable these models to generalize reasoning across a broader range of tasks 

and environments. This includes improving prompt engineering techniques and exploring new 

architectures that can handle dynamic, real-world scenarios more effectively. 

5.2.  Improving Adaptive Capabilities 

Enhancing the adaptability of MAS remains a critical challenge. Future research should focus on 

developing more sophisticated adaptive mechanisms that allow agents to seamlessly adjust to new 

environments and collaborate with unfamiliar agents. This could involve the integration of more 

advanced reinforcement learning techniques and the development of adaptive frameworks that can learn 

from minimal human intervention. 

5.3.  Enhancing Cooperative Strategies 

The cooperative potential of MAS can be further explored by investigating how agents can better 

understand and leverage the intentions and capabilities of their peers. Future work could explore new 

models of communication that go beyond natural language, potentially incorporating multi-modal inputs 

such as visual or sensory data to improve the accuracy and efficiency of cooperation. 
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5.4.  Addressing Information Asymmetry 

Although applications like iAgents have made strides in overcoming information asymmetry, future 

research should explore more effective ways to manage and distribute information within MAS. This 

could include the development of more refined information-sharing protocols or the introduction of 

decentralized data structures that can better support the dynamic needs of agents. 

5.5.  Scalability and Efficiency 

As MAS continue to grow in complexity, scalability remains a significant challenge. Future work should 

focus on optimizing the computational efficiency of LLM-powered agents, ensuring that they can 

operate at scale without compromising performance. This may involve the exploration of distributed 

computing techniques or the development of more efficient algorithms for agent interaction. 

5.6.  Ethical and Safety Considerations 

The increasing sophistication of MAS, particularly those powered by LLMs, raises important ethical 

and safety concerns. Future research should address these issues by developing robust safety protocols 

and ethical guidelines that ensure responsible deployment. This includes mitigating risks related to over-

reliance on AI agents, potential biases in decision-making, and the security of sensitive information. 

6.  Conclusion 

The integration of Large Language Models (LLMs) into Multi-Agent Systems (MAS) presents a 

transformative opportunity to enhance the capabilities of intelligent agents in complex environments. 

This survey has provided a comprehensive overview of the current state of LLMs in MAS, highlighting 

their impact on agent cooperation, reasoning, and adaptability. While significant progress has been made, 

numerous challenges and open questions remain, particularly in the areas of adaptation, cooperation, 

and scalability. 

Future research efforts should focus on addressing these challenges, with a particular emphasis on 

developing more generalized reasoning abilities, improving adaptive mechanisms, enhancing 

cooperative strategies, and optimizing the scalability of MAS. Additionally, ethical and safety 

considerations must be prioritized to ensure the responsible deployment of LLM-powered agents in real-

world applications. 

As this field continues to evolve, the ongoing exploration of LLMs in MAS holds great promise for 

advancing the state-of-the-art in artificial intelligence, enabling the development of more intelligent, 

adaptive, and cooperative systems capable of tackling increasingly complex tasks in a wide range of 

domains. 
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