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Abstract: Businesses are seeking to retain existing customers and reduce the cost of acquiring 

new customers. Therefore, customer churn rate prediction becomes an effective way to solve 

this problem. This study uses a dataset on telco customer churn to explore the application of 

multiple linear regression and random forest models in predicting customer churn. By 

analyzing various customer attributes, including service types, account details, and monthly 

fees, this paper aims to identify key factors contributing to churn. The random forest model 

outperformed multiple linear regression in terms of accuracy and stability, achieving an 

accuracy rate of 79.18% on the test set. However, the R2 of the multiple linear regression is 

0.275. The goodness of fit of the data set is low, but most of the 19 variables are statistically 

significant. Therefore, this study can further improve the prediction accuracy by changing the 

data set or combining hybrid models and deep learning technology. Our findings suggest that 

customer satisfaction, service usage, and total charges are significant factors in predicting 

customer churn. This paper can provide companies with valuable insights to improve 

customer retention, enhance customer experience, optimize customer relationships, reduce 

marketing costs, etc. 
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1. Introduction 

In the modern business environment, customer churn prediction has become one of the key means for 

enterprises to maintain competitive advantage. As market competition becomes increasingly fierce 

and customer acquisition costs continue to rise, how to effectively retain existing customers has 

become a core issue for enterprises. Statistics show that most companies invest 5 to 6 times more 

manpower, material resources, and financial resources for a new customer than for an old customer 

[1]. Therefore, reducing customer churn can not only save marketing costs, but also significantly 

improve the company's long-term profits. In light of this, predicting customer churn has emerged as 

a key area of research for data scientists. 

Customer churn describes the practice of present clients giving up on buying offered goods or 

services. Customer churn prediction's primary objective is to detect potential future churn prospects 

so that businesses can implement suitable retention tactics. In order to achieve this goal, researchers 

have been arguing over how to reduce customer churn. Cao Guilin et al. wanted to use machine 

learning methods to conduct a preliminary analysis of relevant data using a logistic regression model, 
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and then further analyze the data using a deep neural network model with dropout regularization [2, 

3]. However, this method faces limitations such as data scarcity and imbalance, difficulty in feature 

selection, model complexity and lack of interpretability, overfitting, high computing resource 

requirements, and complex model updates and maintenance. These challenges limit the widespread 

application of machine learning models in customer churn prediction. 

Traditional statistical techniques, including logistic regression (LR), Bayesian classifiers, and 

support vector machines (SVM), were mostly employed in the early stages of customer churn 

prediction [4-6]. In order to anticipate customer churn, techniques like random forest (RF) and 

gradient-boosted decision tree (GBDT) have become more and more popular with the advent of 

ensemble learning [3]. Some academics have also been interested in experimenting with deep learning 

techniques to forecast client attrition in recent years. Ji Juan wants to enable machine learning to 

extract more effective features by letting machines train on large amounts of data, thereby 

significantly improving the accuracy of classification and prediction [7]. However, due to the limited 

amount of data on lost customers, the results of deep learning models are unsatisfactory [8-10]. 

Therefore, the current mainstream methods are still dominated by traditional statistical methods and 

ensemble learning [3]. 

Therefore, this article will explore in depth the customer churn prediction model based on 

statistical methods and ensemble learning, analyze the effectiveness, applicability, and performance 

of these methods in practical applications, and provide a reference for enterprises in selecting and 

applying prediction models. 

2. Method and data  

2.1. Data 

This article uses a data set about telco customer churn, which comes from the Kaggle website 

(https://www.kaggle.com/code/danishmubashar/telco-customer-churn-99-acc/input). The dataset 

contains 7032 records and 21 features. These features cover the basic information about customers, 

service types, account status, and monthly fees. It was compiled by Danish Mubashar and published 

on April 7, 2024. 

The data used in this article consists of 7032 people, including churned customers and non-churned 

customers (customers who left last month are called churned customers), of which 3549 are male and 

3483 are female. The data set contains 19 variables (gender, SeniorCitizen, Partner, Dependents, 

tenure, PhoneService, MultipleLines, InternetService, OnlineSecurity, OnlineBackup, 

DeviceProtection, TechSupport, StreamingTV, StreamingMovies, Contract, PaperlessBilling, 

PaymentMethod, MonthlyCharges, TotalCharges). In order to better present the visualization effect, 

this article only selects gender, SeniorCitizen, Partner, tenure, StreamingTV, StreamingMovies, 

Contract, PaperlessBilling, PaymentMethod, MonthlyCharges, and TotalCharges for detailed 

analysis. 

Table 1: Gender distribution of total expenses 

TotalChanges [0-2100] [2100-4200] [4200-6300] [6300-8400] Total 

Female 
churn(no) 1434 454 404 252 2544 

churn(yes) 692 152 69 26 939 

Female Summary 2126 606 473 278 3483 

Male 
churn(no) 1469 498 408 244 2619 

churn(yes) 662 143 83 42 930 

Male Summary 2131 641 491 286 3549 

Total 4257 1247 964 564 7032 
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Table 1 shows the number of males and females who become churned customers or remain 

churned customers at different consumption levels. According to the table, When the total 

consumption is between [0-2100], the customer churn rate is high, and the female churn rate is slightly 

higher than that of male customers. Among them, there are 1434 female customers who have not 

churned and 692 who have churned. The churn rate of female customers is 32.5%. There are 1469 

male customers who have not churned, and 662 who have churned. The churn rate of male customers 

is 31.1%. As the number of changes increases, the customer churn rate gradually decreases, especially 

when the total consumption reaches [6300-8400], the churn rate decreases significantly. 

2.2. Method 

Multiple linear regression and RF are two statistical and machine learning techniques used in this 

work to create a customer churn prediction model. 

Multiple linear regression is used to examine the linear connection between several independent 

variables and a continuous dependent variable. It is possible to quantify the effect of the independent 

factors on the dependent variable by creating a regression equation. 

Model formula: 𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + … + 𝛽𝑛𝑋𝑛 + 𝜖            (1) 

Among them: Y is the dependent variable; X1X2, … , Xn  are independent variables; β0  is the 

constant term; β1, β2, … , βn are the coefficients corresponding to the respective variables, indicating 

the contribution of each feature to the dependent variable; ϵ  is the error term, indicating the 

unexplained random error. Its advantages are that it is simple and easy to understand, can provide a 

direct explanation of the independent variable to the dependent variable, and is applicable to problems 

with clear linear relationships. 

Based on decision trees, RF is an ensemble learning system. It builds multiple decision trees lets 

each tree make independent predictions, and finally gets the final result by "voting" or "averaging". 

The working principle is shown in Figure 1. 

 

Figure 1: The process of Random Forest 

Its advantages are that it can handle complex nonlinear relationships, is suitable for high-

dimensional data, and is robust to noise and missing values, preventing overfitting and having good 

generalization ability, reducing the risk of overfitting through randomness. 

Next, this article will use SPSSAU to analyze the relationship between the impact of X on Y, that 

is, the relationship between 19 factors and customer churn. Churn is the dependent variable (Y), and 

the other 19 are independent variables (X), where No means no and Yes means yes. 

Random forest 
trains trees on 

random subsets.

Each tree uses 
random features.

The final result is a 
majority vote or 

average prediction.
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3.  Results and discussion 

3.1.  Multiple Linear Regression 

Table 2: Linear regression analysis results (n=7032) 

 

Unstandardized 

coefficients 

Standardized 

coefficient 
t p 

Collinearity 

diagnostics 

B 
Standard 

error 
Beta VIF Tolerance 

gender -0.004 0.009 -0.004 -0.436 0.663 1.002 0.998 

SeniorCitizen 0.050 0.013 0.042 3.833 0.000** 1.150 0.870 

Partner 0.002 0.011 0.002 0.151 0.880 1.461 0.684 

tenure -0.002 0.001 -0.093 -3.358 0.001** 7.494 0.133 

StreamingTV -0.001 0.006 -0.001 -0.113 0.910 1.447 0.691 

StreamingMovies -0.000 0.006 -0.000 -0.010 0.992 1.448 0.691 

Contract -0.043 0.009 -0.080 -4.998 0.000** 2.493 0.401 

PaperlessBilling 0.050 0.010 0.056 5.007 0.000** 1.203 0.832 

payment method 0.008 0.005 0.019 1.705 0.088 1.186 0.843 

MonthlyCharges 0.006 0.000 0.397 17.525 0.000** 4.968 0.201 

TotalCharges -0.000 0.000 -0.265 -7.997 0.000** 10.619 0.094 

R 2 0.275 

Adjust R 2 0.273 

F F (19,7012)=140.246,p=0.000 

D-W value 2.003 

Note: Dependent variable = Churn 
*p<0.05 **p<0.01 

 

The R2 of this multiple linear regression model reaches 0.275, which means that these independent 

variables can explain 27.5% of the change in Churn (Table 2). When the model is tested by F, the F 

test result (F=140.246, p=0.000<0.05) shows that the model as a whole is statistically significant, that 

is, at least one independent variable has a significant impact on customer churn. 

It can be found that the p-values of the five variables such as gender, Partner, StreamingTV, 

StreamingMovies, and PaymentMethod are relatively high and the effect is not significant, so the 

paper decided to do a stepwise regression to see the effect. 

Table 3: Results of stepwise regression analysis (n=7032) 

 

Unstandardized 

coefficients 

Standardized 

coefficient 
t p 

Collinearity 

diagnostics 

B 
Standard 

error 
Beta VIF Tolerance 
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constant 1.442 0.044 - 32.786 0.000** - - 

SeniorCitizen 0.050 0.013 0.042 3.859 0.000** 1.137 0.880 

tenure -0.002 0.000 -0.102 -3.761 0.000** 7.110 0.141 

Contract -0.043 0.008 -0.081 -5.089 0.000** 2.439 0.410 

PaperlessBilling 0.050 0.010 0.055 4.975 0.000** 1.201 0.832 

MonthlyCharges 0.006 0.000 0.393 18.131 0.000** 4.552 0.220 

TotalCharges -0.000 0.000 -0.261 -7.934 0.000** 10.487 0.095 

R 2 0.275 

Adjust R 2 0.274 

F F (14,7017)=190.165,p=0.000 

D-W value 2.003 

Note: Dependent variable = Churn 
* p<0.05 ** p<0.01 

 

The model is effective, based on the F test (F=190.165, p=0.000<0.05) displayed in Table 3. The 

particular analysis uses SeniorCitizen as an illustration. Senior Citizen's regression coefficient value 

is 0.050 (t=3.859, p=0.000<0.01), indicating a substantial positive influence of Senior Citizen on 

Churn. 

According to the summary study, Churn will be significantly improved by SeniorCitizen, 

PaperlessBilling, and monthly charges. On the other hand, tenure, contract, and total charges will 

negatively affect churn. 

3.2. Random Forest 

 

Figure 2: Feature Weight Graph 

Table 3: (continued). 
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As shown in Figure 2, feature weight analysis shows that Total Charges, Monthly Charges, and 

Tenure are the three variables that have the most significant impact on the customer churn model, 

accounting for 19.21%, 17.89%, and 15.20% respectively. This means that these variables play an 

important role in predicting customer churn and have reference value for optimizing customer 

management and decision-making. 

Table 4: Random Forest Model Summary Table 

name Parameter name Parameter Value 

Model evaluation effect 

Accuracy 79.176% 

Precision (comprehensive) 77.934% 

Recall (comprehensive) 79.176% 

f1-score 0.782 

 

Table 4 above shows that RF modeling is used, the maximum depth of the tree is unrestricted, the 

node splitting standard is gini, the number of decision trees is 100, and the training set ratio is set at 

0.8. The final model has an accuracy of 79.18% on the test set, a precision (comprehensive) of 77.93%, 

a recall (comprehensive) of 79.18%, and an f1-score (comprehensive) of 0.78. Comprehensive 

indicators show that RF performs better. 

The above study used multiple linear regression and RF models to conduct predictive analysis on 

customer churn. The results show that the explanatory power of the multiple linear regression model 

is limited, and the R2value is at a low level, indicating that the independent variables are insufficient 

to explain customer churn. At the same time, the RF model performed significantly better than 

multiple regression, achieving higher accuracy and model stability. Important variables such as 

customer satisfaction and service usage frequency contribute significantly to churn prediction in the 

RF model, and the significance level reaches statistical requirements. 

4. Conclusion 

This study used multiple linear regression and RF models to predict customer churn. Although 

multiple linear regression provided some insights, its explanatory power was limited, with an R2 of 

only 0.275. In contrast, the RF model performed better, with an accuracy of 79.18%, and showed 

strong robustness. Through analysis, it was found that SeniorCitizen, PaperlessBilling, and 

MonthlyCharges had a significant positive impact on churn, while tenure, Contract, and TotalCharges 

had a significant negative impact on churn. Among all the features, TotalCharges, MonthlyCharges, 

and tenure had the most significant impact on the customer churn model, contributing 19.21%, 

17.89%, and 15.20%, respectively. These key features provide companies with a valuable basis for 

prediction. By leveraging the advantages of ensemble learning methods, companies can significantly 

improve their ability to predict and reduce customer churn. Future research can further explore hybrid 

models and deep learning techniques to improve prediction accuracy and address the challenges of 

data imbalance and feature selection. 
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