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Abstract: The evaluation of credit risk has become an indispensable element within the 

financial sector. This research aims to conduct a comparative examination of several machine 

learning model's performance in predicting credit risk. This research uses comprehensive 

metrics to give a comparative examination of six machine learning models, including 

Random Forests (RF) and Support Vector Machines (SVM). The features used in the training 

of these models were screened by a combination of Random Forest feature importance and 

Recursive Feature Elimination (RFE) to ensure model accuracy. After comparing the model 

results, the study concluded that the Random Forest model combined with RFE performed 

the best among all the risk columns with an accuracy of 0.71. KNN was the next best with an 

accuracy of 0.69. Logistic regression was the worst performer among the six models with an 

accuracy of only 0.29. In the study of this paper, the imbalance of the dataset categories 

resulted in a weak identification of moderate risk categories. It shows that the model is not 

well adapted to the dataset with imbalanced categories. The paper validates the viability of 

machine learning in credit risk by offering useful advice on how it may be applied. To further 

enhance prediction performance, future studies could investigate the combination of more 

advanced data-balancing strategies and deep learning approaches.  
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1. Introduction 

Credit risk management optimization is a continuous pursuit for all financial institutions today. A 

better risk management system can reduce the bad debt rate of banks while increasing the efficiency 

of approvals. Nowadays, the number of individuals applying for credit loans from banks is increasing 

with the continuous social and economic development and people's continuous pursuit of quality of 

life. The Bank of China's 2023 annual report shows that cumulative credit card issuances rose by 

4.22%, and credit card loan balances increased by 8.38% year-on-year [1]. From the above annual 

report data, it is clear that traditional risk control systems are unable to respond to the growing 

complexity and diversity of the financial environment, and that traditional risk systems are not able 

to make good predictions in the face of a large amount of disparate data. Models built through 

machine learning are more effective and flexible than traditional Risk Control systems which depend 

on the experience of experts and rule making [2]. A well-developed risk control model can largely 

reduce unnecessary losses due to credit risk and shorten the waiting time for applicants, which is why 
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major financial institutions are constantly researching machine learning to improve the accuracy of 

their models [3]. 

As technology continues to progress, the number of models built through machine learning is 

countless. Many of the machine learning models have excelled in the area of credit risk control. For 

example, Classification and Regression Trees (CART) can predict the default probability of a 

customer based on their historical data and characteristics, and Random Forests (RF) can analyze and 

then obtain their optimal solution by constructing multiple decision trees, and Support Vector 

Machines (SVM) can find the optimal decision boundaries in a high-dimensional space and categorize 

borrowers with different credit risks [4-6]. Orora et al in the study proposed Bootstrap-Lasso (Bolasso) 

method and applied it to various classification algorithms for comparison and the results concluded 

that Bolasso's Random Forests algorithms (BS-RF) provide the optimal solution for the purpose of 

credit evaluation [7]. However, some factors missing from the data set it selected may lead to a 

decrease in the model's accuracy, such as the number of individuals in the household and the 

applicant's fixed assets. Lappas and Yannacopoulos offer a unique framework model that optimizes 

credit risk assessment models by fusing machine learning models with expert knowledge and 

experience. This approach explores new avenues for improving model accuracy [8]. However, in real 

practice, this framework may decrease the accuracy of the model because of the subjective bias 

introduced by the expert's opinion, and the combination of expert knowledge with multiple machine 

learning models may increase the complexity of the model, resulting in a reduction of the model's 

maintainability and interpretability in practical applications. 

In this paper, different machine learning models were trained on the same dataset and the 

performance of the models was ranked based on their Comprehensive metrics in order to select a 

machine learning model most suitable for the risk prediction system. The article is divided into four 

sections. The first section presented the basic information of the dataset and the experimental protocol. 

The second section analyzed and discussed the results obtained based on the experimental protocol 

in the first section. The third part provided a summary of this research. 

2. Method 

2.1. Data sources and descriptions 

The dataset utilized in this paper was obtained from the Kaggle website, and the collectors of its data 

are labeled according to the real existence of the data, and the applicants mentioned in the dataset are 

replaced by IDs in consideration of personal privacy. The two datasets that are created from the raw 

data are called application_record.csv and credit_record.csv. The first dataset contains basic 

information on 10 feature values for different IDs. The second dataset contains the label values of the 

data, reflecting the creditworthiness of each ID in different months. The two datasets are inner-joined 

using IDs. The datasets are first pre-processed, including removing rows with missing values and 

untrue values, and then all textual data in both datasets are converted to numerical data for machine 

learning. Before dividing the training and test sets, the percentage of each value in the STATUS 

column is calculated, with the largest percentage being as high as 98.25% and the smallest being only 

0.03%. The quantity and proportion of each category in the original dataset are displayed in Table 1. 

In order to solve the feature imbalance problem, this paper adopts a custom sampling strategy when 

dividing the dataset, and the divided datasets are train_data.csv for the training model and 

test_data.csv for the testing model. 
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Table 1: Number and percentage of each category in the original dataset 

Label Number and Meaning quantities percentage 

0  no risk 529282 98.44% 

1  low risk 6423 1.19% 

2  low risk 542 0.10% 

3  medium risk 181 0.03% 

4  medium risk 152 0.03% 

5  high risk 1087 0.20% 

2.2. Selection and description of indicators 

The merged dataset has a total of 18 columns of features and 1 column of labels excluding the ID 

column used for identification. While reading the literature, Sanz et al. found that the combination of 

SVM and Recursive Feature Elimination (RFE) is very suitable for filtering important features in 

high dimensional datasets[9]. Han and Kim on the other hand argued that Feature importance (FI) 

combined with RFE exhibits high robustness in high dimensional datasets and when the data are 

unbalanced [10]. In order to better filter the important features in this dataset, this paper compared 

the two methods by mean square error, and the results show that the features filtered by FI+RFE are 

more important. Table 2 is the definition of each feature column after filtering by FI+RFE. 

Table 2: Filtered features and their definitions 

NAME Definition 

FLAG_OWN_CAR 
Vehicle ownership (1: owns a car, 2: does not 

own a car) 
 

AMT_INCOME_TOTAL Total annual income of the applicant 

NAME_INCOME_TYPE 
Type of income source (1: Employed, 2: Business, 3: 

Civil Servant, etc.) 

NAME_EDUCATION_TYPE 
Education level (1: Secondary, 2: Higher, 3: 

Incomplete higher, etc.) 

NAME_FAMILY_STATUS 
Marital status (1: Civil union, 2: Married, 3: Single, 

etc.) 

DAYS_BIRTH Applicant’s age in years 

DAYS_EMPLOYED Employment duration (months) 

OCCUPTION_TYPE 
Job type (1: Security, 2: Sales, 3: Accountants, 4: 

Laborers, etc.) 

CNT_FAM_MEMBERS Total number of family members 
 

2.3. Methodology 

For the cleaning of the dataset and the selection of features, the methods have been made above. For 

the selection of comparison models, RF, SVM, Logistic Regression, Gradient Boosting Decision 

Trees (GBDT), Gradient Boosting Machine (GBM), and k-Nearest Neighbours (KNN) are selected 

for comparison. This study will compare the complete metrics to identify the best model and assess 

the model's performance. 

Formulae for RF[11]: 

 �̂� = 𝑎𝑟𝑔𝑚𝑎𝑥 (∑ 𝐼(𝑦𝑖 = 𝑐)𝑁
𝑖=1

) (1) 
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Formula for SVM[12]: 

 𝑓(𝑥) = 𝑠𝑖𝑔𝑛 (∑ 𝛼𝑖𝑦𝑖𝐾(𝑥𝑖, 𝑥) + 𝑏𝑁
𝑖=1

) (2) 

Formula of Logistic Regression[13]: 

 𝑝(𝑦 = 1|𝑋) =
1

1+𝑒
−(𝛽

0
+∑ 𝛽𝑖𝑥𝑖

𝑛
𝑖=1

)
 (3) 

Formula of GBDT[14]: 

 𝐹𝑚(𝑥) = 𝐹𝑚−1
(𝑥) + 𝜈ℎ𝑚(𝑥) (4) 

Formula of GBM[15]: 

 𝐹𝑚(𝑥) = 𝐹𝑚−1
(𝑥) + 𝜈 ⋅ ℎ𝑚(𝑥) (5) 

Formula of KNN[16]: 

 �̂� =
1

𝐾
∑ 𝑦𝑖
𝑘
𝑖=1

 (6) 

3. Results 

3.1. Evaluation results 

This paper uses extensive measures to evaluate the effectiveness of several machine learning models, 

such as SVM, GBDT, RF, KNN, GBM, and Logistic Regression, for credit risk assessment. The six 

models' metrics are shown in Figure 1. With an overall accuracy of 0.71, the Random Forests model 

outperforms the other models, which are found to perform poorly at medium risk and poorly at no 

risk, low risk, and high risk. In contrast, SVM has a higher recall of 0.41 in the moderate risk category 

but reflects the model's lack of ability to discriminate between categories due to its low overall 

precision and F1-score. The KNN model has an accuracy of 0.69 and performs better in the categories 

of no risk and high risk, where the model does not discriminate well on moderate risk. The GBM 

model and the GBDT model similarly demonstrated a lack of recognition ability ( recall of 0) when 

dealing with medium risk, reflecting the shortcomings of the GBM model and the GBDT model in 

the prediction of datasets with an unbalanced number of categories. Out of the six models, the logistic 

regression model had the weakest performance, with an accuracy of only 0.29 while struggling to 

effectively differentiate between the various risk categories. 

 

Figure 1: Indicators for each model (F1-score values from macro avg) 
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3.2. Discussion  

In this paper, the RF combined with RFE performed the best in the comparison of the six models. 

When selecting features, RF is particularly useful in high-dimensional data since it help find the 

features that are most useful for model prediction. In addition, RF can handle non-linear relationships, 

which is particularly important in complex datasets. In contrast, RFE enhances the overall accuracy 

of the model by means of an iterative filtering and removal process of features that do not exert a 

significant influence on the model's predictions. This ensures that the features employed are of 

practical value to the training of the model. 

In comparison to RF, logistic regression and SVM demonstrate a slight deficiency in their ability 

to address highly nonlinear risk patterns, due to their inherent limitations in navigating complex 

relationships. KNN exhibits certain advantages when confronted with low-dimensional datasets. 

However, it is susceptible to noise interference when dealing with high-dimensional data. GBDT and 

GBM demonstrate robust recognition capabilities for risk-free categories; however, they exhibit 

limitations in addressing data imbalance and distinguishing categories with low occupancy. 

Figure 2 depicts the confusion matrices for the six models. The matrices can be analyzed to gain 

insight into the performance of each model across different risk categories. Each model displays a 

robust capacity to differentiate between the no-risk category and a notable deficiency in its ability to 

distinguish between medium and high-risk scenarios. The GBDT model is particularly effective in 

differentiating between the risk-free category and other risk levels. The GBM model demonstrates 

the greatest efficacy in the prediction of medium risk, likely due to its inherent iterative enhancement 

mechanism. 

 

Figure 2: Confusion matrix for six models 
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4. Conclusion 

The effectiveness of several machine learning models, such as SVM, KNN, GBDT, RF, GBM, and 

logistic regression, for assessing credit risk is evaluated in this study. With an overall accuracy of 

0.71, the RF paired with the RFE technique shows the most optimal performance, according to a 

comparison of the models based on precision, recall, F1-score, and accuracy. The model displays a 

balanced performance across all risk categories, with an average precision across these categories that 

is the highest of the six models. 

Although this paper identifies the advantages of the RF+RFE combination, it is also constrained 

by the limited number of 'medium-risk categories in the sample, which restricts the model's capacity 

to identify this category. Thus, expanding the dataset or incorporating data enhancement methods like 

Generative Adversarial Networks may be addressed in future studies to enhance the model's 

prediction capacity for a few categories. 

Taken together, the study's findings show that, in terms of machine learning models, the RF model 

is the most effective at assessing credit risk. It is a useful tool for managing financial risk due to its 

strong feature set and capacity to handle uneven data. Future research could further extend the dataset 

types and introduce more advanced modeling techniques to further improve the performance and 

practical application value of the models. Regarding the potential use of machine learning models in 

credit risk assessment, the findings of these studies offer insightful references. 
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