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Abstract. Effective risk management is vital for ensuring the stability and profitability of 

financial institutions. This study focuses on enhancing credit risk assessment by developing a 

scoring model that quantifies customer risk factors using logistic regression. Key features such 

as Weight of Evidence (WOE) and Information Value (IV) were employed to transform and 
select variables. The datasets used in this research, cs-training.csv and cs-test.csv, were 

preprocessed, including handling missing data and binning continuous variables to improve 

model interpretability and performance. The logistic regression model yielded an AUC value of 

0.78, demonstrating strong predictive capabilities, though optimization is necessary to improve 

the F1 score. The final scorecard generated from the model provides actionable insights for 

financial institutions, enabling more accurate risk predictions and decision-making. This tool is 

particularly useful for loan approvals and credit issuance, offering a data-driven approach to 

managing credit risk in modern financial environments. 

Keywords: risk control, logistic regression, score card, WOE, IV. 

1.  Introduction 

Risk control models are tools used to identify, assess, monitor, and manage various potential risks. They 
are often applied in fields like finance, insurance, and corporate management to reduce the negative 

impact risks can have on organizations or individuals[1]. However, with the rapid development of big 

data and artificial intelligence technologies, traditional scoring models are facing challenges in dealing 
with emerging markets and economic fluctuations. 

Through the logistic regression algorithm, our model will summarize the correlation between each 

segment of each segment of each feature of people in the dataset and the corresponding these overdue 

repayment behaviors, quantify the strength of this association, give a score, and finally form a set of 
scorecard rules for this dataset. Based on this rule, we can score customers who provide these 

characteristics, and these scores will be used as an important reference indicator to predict whether the 

customer will have untrustworthy behavior in the future.  
(Background)In the financial industry, risk management is key to ensuring the stability and 

profitability of institutions. The scoring model is a crucial tool that provides a scientific basis for credit 

risk assessment by quantifying customer risk factors. This model has been widely used in areas like loan 
approvals and credit card issuance, significantly improving the decision-making accuracy of financial 

institutions[2]. This research aims to optimize the scoring model to better fit the modern financial 

environment. 

Proceedings of  the 2nd International  Conference on Machine Learning and Automation 
DOI:  10.54254/2755-2721/96/20241452 

© 2025 The Authors.  This  is  an open access article  distributed under the terms of  the Creative Commons Attribution License 4.0 
(https://creativecommons.org/licenses/by/4.0/).  

140 



 

 

2.  Key conception and method 

Analyzing the data is a critical step in generating the model, and in the process of processing the data, 

the meaning of certain eigenvalues (e.g., RevolvingUtilizationOfUnsecuredLines) and some artificially 

constructed statistics (e.g., WOE value, IV value, benchmark score, PDO) are crucial, which are 
basically all the model is made of. 

2.1.  Weight of Evidence (WOE) 

WOE is a measure that converts categorical or continuous variables into a more predictive form, 
facilitating their interpretation and use in models[3]. WOE encodes categorical variables or bins 

continuous variables to establish a more direct relationship between the transformed variables and the 

target variable, typically a binary outcome such as default or non-default. It helps creating monotonic 

relationships between independent variables and the dependent variable, which is desirable in many 
models, especially logistic regression. 

𝑊𝑂𝐸 = ln⁡(
𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛⁡ 𝑜𝑓⁡ 𝑁𝑜𝑛_𝐸𝑣𝑒𝑛𝑡𝑠⁡ 𝑖𝑛⁡ 𝑡ℎ𝑒⁡ 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦

𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛⁡ 𝑜𝑓⁡ 𝐸𝑣𝑒𝑛𝑡𝑠⁡ 𝑖𝑛⁡ 𝑡ℎ𝑒⁡ 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦
) 

In a later step, this value will be used to create a WOE rulebook to measure how much the value of 

each key feature affect the final score. 

2.2.  Information Value (IV) 
The IV is a metric that helps evaluate the strength and importance of a predictive variable[4]. It measures 

how well a variable can distinguish between the two classes (e.g., default vs. non-default) in a binary 

classification problem. Feature selection, particularly in logistic regression models for credit scoring, 
often uses IV to determine which variables to include in a predictive model. 

𝐼𝑉 =∑((𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛⁡ 𝑜𝑓⁡ 𝑁𝑜𝑛_𝐸𝑣𝑒𝑛𝑡𝑠⁡ 𝑖𝑛⁡ 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦

− 𝑃𝑟𝑜𝑝𝑜𝑟𝑖𝑜𝑛⁡ 𝑜𝑓⁡ 𝐸𝑣𝑒𝑛𝑡𝑠⁡ 𝑖𝑛⁡ 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦) ×WOE⁡ of⁡ Category) 

2.3.  Logistic regression 

Logistic Regression is a widely used statistical method for binary classification problems, where the 
outcome can take only two possible values[5]. It is extensively applied in various fields, including credit 

scoring, medical diagnosis, and marketing. 

Logistic regression is used to model the probability of a binary outcome based on one or more 

predictor variables. Unlike linear regression, which predicts a continuous outcome, logistic regression 
predicts the probability that a given input point belongs to a particular class. 

𝑃(𝑌 = 1) =
1

1 + 𝑒−(𝛽0+𝛽1𝑋1+𝛽2𝑋2…+𝛽𝑛𝑋𝑛)
 

P(Y=1) is the probability that the dependent variable Y equals 1. 

β0,β1,β2,…,βn are the coefficients of the model. 

X1,X2,…, Xn are the independent variables. 
The coefficients β are estimated using the maximum likelihood estimation (MLE) method, which 

finds the set of parameters that maximizes the likelihood of the observed data. 

Logistic regression has various advantages in terms of interpretability, probability outputs, efficiency, 

lack of need for a normal distribution, and so on. 

2.4.  The Method of Data Binning 

Data binning is a commonly used technique in data preprocessing that involves converting continuous 

variables into discrete variables. By dividing data into multiple intervals (or "bins"), it helps simplify 
the complexity of models and can also improve the performance of certain machine learning algorithms. 

This procedure will help to reduce the noise, handle outliers, improve model performance and enhance 
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interpretability. For instance, in this study, all the data in the same columns with feature ”age” had been 

divided into 5 pieces , 0-25, 25-40, 40-50, 50-75, and above75. 

 

Figure 1. Bin and WOE of feature “age” 

As shown in Figure 1 above, the WOE values of each bin are not too close to each other, which 

means these bins can obviously differ. Without the need to merge with each other, bin should be 

considered a success. 

3.  Experiments 

3.1.  Pretreatment 

The original dataset is often poorly interpretable, and contains invalid data, missing data, which will 

effect the establishment of the model a lot. The preprocessing process can provide the analyst with a 
preliminary understanding of the data, and then solve the problem of poor interpretability of the dataset, 

provides convenience for further analysis and processing[6]. 

3.1.1.  Clean up invalid data 
Start by importing, the file path where the dataset is located, and a series of Python toolkits.(pandas, 

numpy, matplotlib, seaborn) 

Through the display of the dataset by codes below, it can be found that the first column of the target 

table is the number of natural numbers from 0 to 149999, which is not a meaningful feature and has no 
practical value for model construction. 

Codes: 

data_path = 'data_sets/' 
df_train = pd.read_csv(data_path+'cs-training.csv',sep=',') 

df_test = pd.read_csv(data_path+'cs-test.csv',sep=',') 

3.1.2.  Processing of missing data 
The following code will find the number of missing values for each column feature and its proportion 

to the total number of rows in the column. 

Code: 

null_val_sums=df_train.isnull().sum() 
print(null_val_sums/df_train.shape[0]) 

pd.DataFrame({'Colums':null_val_sums.index,'Number of Null  

Values':null_val_sums.values,'Proportion':null_val_sums.values/df_train.shape[0]}) 
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The results are shown below. To build the model on an easily navigable dataset, the author must 

supplement the missing data. Calculating this ratio will give you an idea of how much of the impact of 

missing values will be and how to fill them, such as the NumberOfDependents column(result below), 

which accounts for only 2.6% of the total number of missing values, and the small impact of these gaps 
by replacing them with the average of all other data in the same column can be ignored. While 

MonthlyIncome makes up nearly 20 percent of the total, we cannot disregard it. If this feature also 

proves to be of sufficient value in the subsequent IV-value determination, then its large number of 
missing values must be taken seriously. 

Result: 

Monthly Income=0.198207 

Number of Dependence=0.026160 
[The others]=0 

3.1.3.  Data binning 

This project's scorecard model uses WOE transformation, and data binning is a necessary condition for 
WOE transformation, which is also helpful for subsequent logistic regression calculations. The binning 

method is different for different features. Generally, after calculating the WOE value of each binning of 

a certain feature, you can determine whether the binning is successful by whether the WOE value 
between the bins is not too close. Binning is essentially an act of classification, according to the principle 

of classification, the WOE values in different bins should be significantly different as much as possible. 

(Similar WOE values can be considered for merging bins, which can improve the stability and 

interpretability of the model. ) 
Given that subsequent steps will ignore some features deemed to have a low correlation with the 

target SeriousDlqin2yrs, we can conclude that retesting all binning at this stage is unnecessary. Only the 

features judged valuable by the IV value in the next step require binning testing. 
It is true that the way the binning is done can have a huge impact on the calculation of the IV values, 

but if the purpose is pre-processing, this level of influence does not interfere with the ability to identify 

features with so low IV values that they obviously do not need to be considered, as long as they are 

roughly in line with the basic principles of binning. 

3.1.4.  Calculate the IV value and retain valuable data 

The data after binning can be calculated as an IV value, The IV value can be used to preliminary 

determine which features have high value and which should be discarded so as not to interfere with 
subsequent calculations. Generally, we should discard features with IV values significantly less than 0.2, 

retain those less than but close to 0.2 as appropriate (e.g., recalculated after strict binning), and include 

features greater than 0.2 in the final scorecard due to their great value. Features with IV values close to 
or even greater than 0.5 are very valuable and deserve attention. Occasionally, we can suspect the 

presence of a problem in features with IV values greater than 1 or much more than 1.  

Procedure is shown in next code  

Results are shown in figure2 
From the results, after the lower value features are removed, there are five important features left: 

Data: 

age(0.2) 
NumberOfTimes90DaysLate(0.49 near 0.5) 

NumberOfTime60-89DaysPastDueNotWorse(0.27>0.2) 

NumberOfTime30-59DaysPastDueNotWorse(0.49 near 0.5) 
RevolvingUtilizationOfUnsecuredLines(1.05 above 1) 

For the above five features, it is necessary to calculate their WOE values according to the principle 

that the WOE values between bins and bins should not be too close, strictly adjust their binning methods, 

and then recalculate their IV values for rigorous verification. 
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The data above has been adjusted by binning. There is no significant difference between the data 

before the adjustment. 

 

Figure 2. IV of each bin 

3.2.  Generate a WOE scoring booklet 

The function in Figure3 summarizes the data related to the WOE value corresponding to each bin of 

each feature into a table (figure4), using age as an example. This table displays the total amount of data 
in a bin, including the number of good people (target feature SeriousDlqin2yrs=0) and the number of 

bad people (SeriousDlqin2yrs=1), as well as the proportion of good people and the proportion of bad 

people. Next, we obtain the WOE value for this bin. 

We can directly obtain all bins and their corresponding WOE values to build a WOE scoring booklet, 
eliminating the need to visualize the data except for bin and WOE values.  

 

Figure 3. Calculate WOE 
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Figure 4. WOE of bin of age 

This correspondence method maps the original table data into the bin, correlates each WOE value 

with the bin, and replaces each original table data with the corresponding WOE value. At this point, we 

have succeeded in standardizing the various categories of data into numerical form, which simplifies the 
model's input and helps the logistic regression model fit the data more accurately. 

3.3.  Logistic regression classification 

In this program, the logistic regression model acts as a classifier to deal with binary classification 

problems. Specifically, Logistic Regression can help predict whether a sample is in a positive class 
(event, SeriousDlqin2yrs=1) or a negative class (non-event, SeriousDlqin2yrs=0) and output a 

probability value to measure the confidence level of the prediction, and the coefficient (weight) of each 

bin under each feature. 
In this process, we have introduced a series of tools from the sklearn toolkit, such as train_test_split 

(data segmentation tool), LogisticRegression (logistic regression algorithm), accuracy_score (a 

measure of logistic regression accuracy), roc_auc_score (a measure of the performance of classification 
models, especially for binary classification problems, based on ROC function curves, and its AUC),f1_ 

score (harmonic average of precision and recall, model performance evaluation metric for unbalanced 

datasets) 

Test_size=0.2 indicates a random selection of 20% of the entire dataset to assess the model's fit. We 
compared the model's prediction of these 20% of the data with the actual data to assess the model's 

accuracy. 

3.3.1.  Accuracy_score 
Accuracy_score represents the proportion of the sample that the model predicts correctly out of the total 

sample: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟⁡ 𝑜𝑓⁡ 𝐶𝑜𝑟𝑟𝑒𝑐𝑡⁡ 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙⁡ 𝑁𝑢𝑚𝑏𝑒𝑟⁡ 𝑜𝑓⁡ 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

Accuracy_score can range from 0 to 1, with higher values indicating more accurate predictions for 

the model. A value of 1 indicates that the model's predictions are exactly right. 
If the dataset is very unbalanced (e.g., most of the samples are in the same category), high accuracy 

does not necessarily mean that the model is performing well. In this case, other metrics such as F1 score, 

precision, and recall should be considered. 

3.3.2.  ROC & AUC 
The AUC represents the area under the ROC curve, which ranges from 0 to 1. 

AUC = 1: The model has perfect classification performance and can correctly distinguish between 

all positive and negative class samples.  
AUC = 0.5: The model performed on par with random guesses, with no ability to classify 

AUC < 0.5: The model performs poorly, and the classification is even less effective than random 

guessing. 
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ROC is an important tool to evaluate the performance of binary classification models, which describe 

the relationship between the false positive rate (FPR) and the true positive rate (TPR)[7]. 

True Percentage (TPR) also known as recall, represents the proportion of samples that are correctly 

classified as positive out of all positive samples. 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

TP is the true number of cases 

FN is the number of false negative cases. (True but recognized as false) 

False Positive Rate (FPR) represents the proportion of all negative samples that are misclassified as 
positive. 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

FP is the number of false positive cases. (False but recognized as true) 

TN is the number of true and negative cases. 

3.3.3.  F1 score 

The f1_score is a metric that assesses a classification model's performance, particularly on unbalanced 

datasets[8]. 
It is the harmonic average of precision and recall. While focusing on proper classification, we also 

consider the model's ability to identify minorities. 

Recall is the TPR mentioned above 

𝐹1_𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑟𝑐𝑎𝑙𝑙
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒⁡ 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒⁡ 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒⁡ 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

The F1-score ranges from 0 to 1. 
F1 = 1: Indicates that the model has the highest accuracy and recall, and the performance is perfect. 

F1 = 0: Indicates that the model did not correctly predict any positive class samples. 

In cases where there is an imbalance of positive and negative samples (default vs. non-default), the 

use of F1 score can reduce the negative impact of misclassification. 
Accuracy score: 0.9736667 

AUC: 0.7856135 

F1: 0.202899 
93.76% of the total samples were correctly predicted 

The AUC value was between 0.5 and 1, which was greater than 0.75, indicating strong discrimination 

ability 

The F1 value is only 0.2, and the accuracy and recall are generally poor. 

3.4.  Final scorecard 

We calculate the score for each bin and feature using a logistic regression model, taking into account 

the model's coefficients and the WOE value of each feature. We will add these scores as a new column 
of data to the table in Figure 4.9, which will serve as the final scorecard. 

Determine the number of points to subtract from each feature under various bins using the following 

formula: 

Bin(fi) = −B⁡ ∗ ⁡ coef[i] ⁡ ∗ ⁡ WOE[i] 

B is the fractional factor, which is a constant and is used to adjust the scale of the fraction, B =
PDO/ln(2) 
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PDO (Points to Double the Odds): Indicates how many points are added to the odds, and the odds 

are doubled. This parameter describes the relationship between risk and score. Common PDO values 

are 20, 30, 50. 

The coefficient of a feature in the logistic regression model, coef[i], indicates its importance within 
the model. (The logistic regression model assigns a weight to each feature.) 

With the above steps, the logistic regression model has summarized the due weight for each binning 

(coef[i]) and uses it here. 
 

Table 1. Final Scorecard (fragment) 

Variable Binning Score 

age (40.0, 50.0] -62 

age (25.0, 40.0] -73 

age (70.0, inf] -21 

age (50.0, 60.0] -50 

age (60.0, 70.0] -31 

age (-inf, 25.0] -78 

NumberOfTimes90DaysLate (-inf, 1.0] -32 

NumberOfTimes90DaysLate (2.0, 3.0] -156 

NumberOfTimes90DaysLate (1.0, 2.0] -141 

NumberOfTimes90DaysLate (4.0, 5.0] -168 

NumberOfTimes90DaysLate (3.0, 4.0] -176 

NumberOfTimes90DaysLate (9.0, inf] -150 

NumberOfTimes90DaysLate (8.0, 9.0] -192 

NumberOfTimes90DaysLate (5.0, 6.0] -161 

NumberOfTimes90DaysLate (6.0, 7.0] -216 

NumberOfTimes90DaysLate (7.0, 8.0] -187 

NumberOfTime60-89DaysPastDueNotWorse (-inf, 1.0] -21 

 

A is the benchmark score, usually 600 or 650 (650 is used here) 

Score = A + bin(f1) + bin(f2)… ⁡ bin(f5) 

F1 to F5 represent the five features selected and binned above 

4.  Results 

A scorecard model trained on 150,000 real-world samples can be used to evaluate the credit scores of 

customers in this dataset, and can also be used to measure the repayment risk level of other customers 
with corresponding data characteristics outside one or more samples. Currently, the test code supports 

manually entering new data in the console and generating the corresponding score immediately, however, 

for batch data processing, a batch of foreign data to be analyzed is also required. 
The average score of the good guy is 331 

The average score of the bad guys is 264 

With the intermediate value of 298.5 as the boundary, it is more likely that the person corresponding 

to a certain score is a good person or a bad person 
423>298.5 

To make a judgment, the person is more likely to be a good person 
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5.  Conclusion 

This research successfully developed a robust risk control model using a scorecard based on logistic 

regression, providing a practical tool for assessing credit risk in financial institutions. By employing key 

features like Weight of Evidence (WOE) and Information Value (IV), the model effectively quantified 
customer risk factors, enhancing the precision of credit risk assessments. The model achieved a 

commendable AUC value of 0.78, indicating strong discriminatory power in distinguishing between 

high-risk and low-risk customers. This scorecard allows institutions to make more informed decisions 
in loan approvals, credit card issuance, and other credit-related services by assigning accurate scores 

based on customer data. The model's ability to process and analyze large datasets ensures its scalability 

and adaptability to different financial environments. Overall, the research provides a valuable 

framework for improving credit risk management, offering financial institutions a reliable and data-
driven approach to predict customer behavior and manage risks effectively. 

This study has also some limitations. The AUC value has only reached 0.78 at present, and there is 

still room for improvement 
The F1score is only 0.2, which allows for optimization. 

In the process of binning, the chi-square verification method can be used to further verify the 

rationality of binning 
The performance of the model is heavily reliant on the quality and representativeness of the training 

data. If the dataset is biased or incomplete, the model may produce skewed results. Additionally, while 

IV helps in selecting important features, complex models may suffer from interpretability issues, which 

can be problematic in regulatory environments. Finally, the temporal validity of the model is a concern, 
as its predictive power may diminish over time due to changes in economic conditions, necessitating 

regular updates. 

Further work could involve addressing these limitations by ensuring data robustness, enhancing 
model transparency, and establishing a framework for periodic model recalibration.  
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