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Abstract. As credit transactions become more prevalent, financial institutions require effective 

methods to assess credit risk and reduce the likelihood of borrower default. In the U.S., the Fair 

Isaac Credit Organization (FICO) score is widely used by banks and insurers to evaluate personal 

creditworthiness. This paper aims to develop an automated credit scoring tool based on the FICO 

system to help financial institutions improve risk assessment. The paper leverages the random 
forest algorithm for data preprocessing and feature engineering to extract key variables, such as 

the borrower's financial status and credit history. To ensure data stability and interpretability, 

Information Value and Weight of Evidence techniques are applied to process these variables. 

Additionally, the Sigmoid function is used to map the model output to a range between 0 and 1, 

making it suitable for generating credit scores. This random forest algorithm helps handle non-

linear relationships and missing data, while cross-validation enhances the model’s generalization 

ability. After training, the paper achieved an automated credit scoring system, closely aligned 

with the FICO scoring system. The model’s Area Under the Curve (AUC) value reached 0.84, 

indicating strong predictive accuracy and reliability. This tool enables financial institutions to 

more accurately assess credit risk, offering a robust, data-driven approach to improve decision-

making and risk management. 
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1.  Introduction 
Credit scoring models play a crucial role in modern financial systems, enabling institutions to assess the 

risk associated with lending decisions. The development of these models has been driven by the 

increasing demand for effective tools to predict the likelihood of a borrower defaulting on a loan. FICO 
scores, for instance, have been widely adopted as a key metric in credit risk management, allowing 

lenders to make informed decisions about creditworthiness [1]. These models not only benefit financial 

institutions by mitigating risk but also help borrowers access loans under better terms, thus improving 

financial inclusion [2]. The application of machine learning techniques in credit scoring has gained 
significant traction in recent years. Logistic regression has historically been the standard model used for 

credit scoring because of its simplicity and interpretability [3]. However, advancements in machine 

learning, including the use of random forests and gradient boosting machines, have opened new avenues 
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for enhancing model accuracy [4]. These models are particularly effective in handling large, complex 

datasets and capturing non-linear relationships that traditional statistical methods may overlook [5]. Data 

preprocessing and feature engineering play an essential role in building robust credit scoring models. 

Missing data, for example, is a common issue in real-world datasets, and the choice of imputation 
method can significantly impact model performance. Research shows that random forest imputation is 

a powerful non-parametric method for handling missing values, especially in datasets containing mixed-

type variables [6]. Furthermore, binning techniques and the calculation of Weight of Evidence (WoE) 
are often used to convert continuous variables into categorical ones, making them more suitable for 

model training [7]. The model evaluation phase is equally important in ensuring the reliability of a credit 

scoring model. Area Under the ROC Curve (AUC) has become a standard metric for evaluating binary 

classification models, such as those used in credit scoring. A high AUC score indicates that the model 
is highly capable of distinguishing between good and bad credit risks [8]. Additionally, the model's 

performance should be validated using out-of-sample testing to avoid overfitting, which is a common 

problem in machine learning applications [9]. In recent years, the integration of alternative data sources, 
such as social media activity and e-commerce behavior, into credit scoring models has been explored as 

a way to enhance predictive power [10]. These new data sources provide deeper insights into consumer 

behavior, enabling lenders to make more informed decisions, particularly in cases where traditional 
credit data may be sparse or unavailable. 

2.  Research Methodology 

As shown in Figure 1, the design process for this project involved several key steps, including data 

preprocessing, feature engineering, model training, and model evaluation.  

 

Figure 1. Process of FICO Scoring 

As a classic binary classification algorithm, logistic regression is widely used in the construction of 

credit scores, especially in dealing with the binary classification problem of “default” and “non-default” 

[11]. Compared with the traditional linear regression model, logistic regression can better capture the 

probabilistic characteristics of credit risk and has become a standard tool in risk assessment [12]. Since 
credit scoring is a numerical value, and the binary classification label is a discrete quantity like 

“normal/default,” it is necessary to use the Sigmoid function in logistic regression: 

 y = 

{
 
 

 
 0,when

1

1+e−(a1x1+a1x2+⋯+b)
< 0.5

0/1,when
1

1+e−(a1x1+a1x2+⋯+b)
= 0.5

1,when
1

1+e−(a1x1+a1x2+⋯+b)
> 0.5

 (1) 

Convert the result of comparing the continuous value with the threshold into a discrete classification 

label. Based on this, this text obtains the expression used for calculating the credit score. 
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2.1.  Data Processing 

 

Figure 2. Process of data cleaning 

Figure 2 shows the dataset contained missing values, particularly in fields like Monthly Income and 

Number of Dependents. Missing data is a common problem in credit scoring models. In order to ensure 
the integrity of the data, the paper used a random forest regression model to fill in the missing values. It 

has been shown that the random forest algorithm provides high accuracy when dealing with mixed data 

types and has been successfully applied in the field of credit risk assessment [13]. Missing values were 
imputed using a Random Forest regressor to ensure the model had a complete dataset for training.  

Additionally, outliers in the dataset were handled using custom functions to remove extreme values, 

allowing the model to focus on realistic data points. Binning was used to group similar values for key 

features, simplifying the input data for the model. 

 

Figure 3. Original Distribution of Outliers (Monthlyincome) 

Figure 3 shows a skewed MonthlyIncome distribution, with most incomes between 3000 and 7000, 

a median slightly above 4000, and several high-income outliers exceeding 14,000. 

 

Figure 4. The Original Distribution of Three Attributes 
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Figure 4 shows the original distribution of number of defaults over the past 30-59, 60-89, 90+ days, 

and after deleting the outliers, the distribution is shown in Figure 5.  

 

Figure 5. The Distribution of Three Attributes after Removing Outliers 

2.2.  Feature Engineering 

Feature engineering is critical in building an effective predictive model. This text, calculated Weight of 

Evidence (WoE) and Information Value (IV) for each feature to evaluate their importance in predicting 
default risk. In the feature engineering stage, WoE and Information IV are commonly used feature 

selection tools, especially in credit risk modeling, where they are effective in improving the predictive 

performance of the model [14]. These methods transform raw data into a form more suitable for model 

training and increase the sensitivity of the model to default risk. The formula for WoE (Weight of 
Evidence) is: 

 WoE = ln (
Good Distribution Percentage

Bad Distribution Percentage
) (2) 

The formula for IV (Information Value) is: 

IV = ∑(WoE × (Good Percentage − Bad Percentage)) (3) 

The Graph of the Calculated Information Value: 

 

Figure 6. Information Value 
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Figure 6 represents the distribution of information values for different variables. The x-axis shows 

the variables, while the y-axis indicates the corresponding information value. Each bar in the histogram 

corresponds to a specific variable and its associated information value. 

2.3.  Model Training 
For model training, a logistic regression model was chosen. Logistic regression is well-suited for binary 

classification problems like default prediction, where the output is a probability between 0 and 1. The 

sigmoid function was used to map the linear regression output to a range of probabilities, making it ideal 
for credit risk analysis. 

The formula for logistic regression is: 

𝑃(𝑦 = 1|𝑋) =
1

1 + 𝑒−(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑛𝑋𝑛)
(4) 

Where β
0
 is the intercept, andβ

1
, β

2
, . . . , β

n
are the coefficients for the input features  X1,X2, . . . ,Xn 

To enhance model performance, the features were transformed into WoE values, using a custom 

`get_woe` function. The training set and test set were processed to convert raw features into these WoE 

values, which improved the model’s ability to generalize to unseen data. 

At the same time, regularization is used to prevent overfitting, with samples, the loss function of 

linear regression is: 

𝐿(𝒘) =
1

2
∑  𝑚
𝑖=1 (𝑓𝑤(𝒙𝑖) − 𝑦𝑖)

2

=
1

2
∑  𝑚
𝑖=1 (𝒘

⊤𝒙𝒊 − 𝑦𝑖)
2

(5) 

 

Based on the above formula, add a regularization term to obtain a new loss function: 

𝐿(𝒘) =
1

2
(∑  𝑚

𝑖=1 (𝒘
⊤𝒙𝑖 − 𝑦𝑖)

2 + 𝜆∑  𝑛
𝑗=1 𝑤𝑗

2) (6) 

Intuitively, when minimize this new loss function, on one hand, researchers want to minimize the 

error term ∑  m
i=1 (w

⊤xi − yi)
2  of the linear regression itself. On the other hand, the parameters 

shouldn't be too large, otherwise the regularization term λ∑  n
j=1 wj

2  will become large. The 

regularization term, also called the penalty term, is used to penalize the model for becoming too complex 

due to excessively large weights λ∑  n
j=1 wj

2. The parameter λ  in the regularization term is used to 

balance the loss function and the regularization term, and is known as the regularization coefficient. The 

larger the coefficient, the stronger the penalty effect of the regularization term.  

Figure 7 shows the Normal/Default Customer Score Distribution, and there are 3 features: 
Overlapping Distributions: There is some overlap between the two distributions in the range of 

scores between 500 and 600, which suggests that distinguishing between "normal" and "charged" cases 

in this range may be challenging, as both categories exhibit similar probabilities. 

Separation of Categories: After a score of approximately 600, the dashed blue line (charged) peaks 
higher than the solid orange line (normal), implying that at higher scores, "charged" cases are more 

probable. Score Ranges: For scores below 500, the probability of "normal" cases (orange line) is higher, 

suggesting that low scores are more associated with normal cases. On the other hand, higher scores 
(600+) are more likely to be associated with "charged" cases, as indicated by the blue line's prominence. 
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Figure 7. Normal/Default Customer Score Distribution (Test Set) 

3.  Research Result 

The model is evaluated using AUC (Area Under Curve) as the main indicator, which can effectively 

measure the model's ability to distinguish between defaults and non-defaults [15]. A high AUC value 
indicates the model's superior performance in credit risk prediction, which can help financial institutions 

to better manage risks. As Figure 8 shows, this study achieved the result as being 0.84. 

 

Figure 8. AUC Evaluation 

The ROC curve was also plotted to visualize the model’s performance across various threshold values, 

further confirming the robustness of the logistic regression model. 
After training and evaluating the model, it was applied to credit scoring for individual borrowers. For 

example, one borrower with credit data shown in Table 1 received a score of 613, suggesting they fall 

in the lower creditworthiness range. This score was derived from their financial history and risk factors 

as analyzed by the model. 
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Table 1. Metrics Data from one customer 

SeriousDlqin2yrs 0 

RevolvingUtilizationOfUnsecuredLines 0.065367 

age 66 

NumberOfTime30-59DaysPastDueNotWorse 0 

DebtRatio 0.248538 

MonthlyIncome 6666 

NumberOfOpenCreditLinesAndLoans 6 

NumberOfTimes90DaysLate 0 

NumberRealEstateLoansOrLines 1 

NumberOfTime60-89DaysPastDueNotWorse 0 

NumberOfDependents 0 

4.  Conclusion 
This research emphasizes the importance of the FICO scoring system in contemporary credit assessment, 

demonstrating how machine learning techniques, including logistic regression, random forest 

imputation, and feature engineering through Weight of Evidence (WoE) and Information Value (IV), 

can enhance credit scoring models. By systematically addressing data preprocessing, feature extraction, 
and model evaluation, this study successfully developed a robust model capable of predicting default 

risk with a high degree of accuracy, achieving an AUC score of 0.84. 

The limitations of the traditional FICO model, particularly its narrow reliance on conventional 
financial data, were highlighted. As e-commerce, social media, and mobile payments grow in 

importance, future credit assessment models must incorporate alternative data sources to enhance 

accuracy and predictive power. The research advocates for integrating these non-traditional data inputs 
to create more comprehensive credit profiles, ensuring the model better captures modern financial 

behavior. Alternative models, such as VantageScore, also offer promising directions for future 

development, complementing FICO's framework. 

The role of big data in automating and improving credit evaluation processes is central to this study. 
By utilizing advanced analytics, financial institutions can reduce biases inherent in manual assessments 

while increasing efficiency. Nonetheless, the research identifies areas for improvement, particularly the 

potential for employing more advanced algorithms, such as deep learning, to further enhance model 
accuracy. Expanding datasets to encompass diverse borrower profiles would also increase fairness and 

representation. 

In conclusion, while FICO remains a widely accepted credit assessment tool, this study suggests that 

its evolution, through the integration of innovative data sources and machine learning techniques, is 
necessary to meet the demands of an increasingly digital economy. Enhancing the model's predictive 

capacity and adaptability will enable more accurate and equitable credit assessments, benefiting both 

financial institutions and borrowers. 
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