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Abstract. House price forecasting is an important area of economic and social research. Among 

the many house price forecasting methods, the linear regression model is widely used because 

of its simplicity, easy interpretation, and high computational efficiency. This paper aims to 

investigate the effectiveness of linear regression models in house price forecasting. This paper 

will first introduce the basic theory of linear regression model, and discuss the factors that affect 

the housing price, then build and evaluate the housing price prediction model, and then verify 

the constructed data model through real data. Finally, we discuss the accuracy of the prediction, 

analyze the results of the passing model, and find that housing prices can be predicted more 

accurately for cases where the variables are relatively simple and differentiated, such as the 

ownership of specific facilities. However, linear regression prediction still has some defects, and 
there are more effective and general methods for housing price prediction to solve the problems 

that linear regression   method cannot pay attention to, which will be the subject of future research. 
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1.  Introduction 

For many individuals and families, residential housing is one of the most important living resources and 

properties. In the cities, houses not only provide living space for people in society but also serve as an 
attractive market for investors [1]. As a result, housing price is an important indicator to measure the 

economic condition and market vitality of a country or region, so the change and formulation of housing 

price usually cause widely concerns among the people. The housing price forecast that aims to predict 
the change of price in future has always been one of the important factors affecting the national real 

estate planning and the government's formulation of relevant policies [2]. For individuals, housing price 

is also vital for their planning as the house is an important part of private assets, it not only provides the 
needs of human life, but also an important way of investment. However, building an accurate housing 

price forecasting model is a major challenge for the real estate macro market as well as individual 

investors or demanders. With the acceleration of urbanization and the continuous complexity of the real 

estate market, the volatility and prediction of housing prices are becoming more and more difficult. 
Therefore, the establishment of an effective housing price forecasting model can help the government 

to formulate a reasonable real estate policy. Obtaining accurate house price forecasts is also crucial to 

the decision-making of developers and investors. The establishment of a perfect housing price forecast 
model can also provide rational reference for buyers. 

According to previous researches, housing price prediction, as a complex and multi-dimensional 

problem, has been widely studied and applied in statistics, machine learning, deep learning and other 
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fields [3]. By using big data resources and combining various methods, researchers attempt to further 

improve the accuracy and practicability of housing price prediction and provide scientific basis for 

government, enterprise and individual decision-making [4]. It is also necessary to continuously improve 
relevant models. Prospective research directions may include multi-source data fusion, improving model 

interpretability, developing real-time prediction models, and carrying out cross-regional and 

transnational research [5]. There are many models that predicts house prices, so researchers need to 
build different types of data models in order to compare and find out the most optimistic and accurate 

ones. The most widely used models include economic models, statistical models, and machine learning 

models [6]. Machine learning technology is increasingly used in traditional technology. Because from a 

prediction point of view, using different models for deep learning provides strong accuracy for real-
world problems. They are particularly useful for studying the housing market, for example, when applied 

to data collected by disaggregating advertising by region. For example, [7] used machine learning 

technology to track and forecast daily prices across five UK portals. In Asia, [8] developed a housing 
price index for 274 cities in China based on data provided by local real estate websites, which is 

undoubtedly a reasonable use of machine learning. Statistical models, including traditional linear 

regression models, are classical predictive models built with historical data and statistical assumptions. 
Machine learning models including decision trees, random forests and neural networks appeared with 

the development of data science and machine learning technology in recent years. They have also been 

widely used in housing price prediction, and the complexity of these models can effectively handle 

complex non-linear relationships and large-scale data [9]. Admittedly, different forecasting methods 
have different emphasis. Most previous studies focus on the effective prediction of macro housing price 

trend, and these housing price prediction models are not helpful to individuals [10]. In order to fill this 

research gap, this study focuses on the forecast of single housing price, which can effectively fit the 
need of an individual’s private housing demand. 

This paper aims to explore the key factors affecting the housing price through regression analysis, 

and establish the corresponding forecast model, to provide a new perspective and method for related 

research. In this paper, we use linear regression and ridge regression to forecast the price of single house. 
Linear regression is a simple and effective regression analysis method, which is suitable for exploring 

and predicting the linear relationship between dependent and independent variables. Although it has 

certain limitations, it is chosen as the algorithm for this study because of its solid theoretical foundation 
and easy to understand and explain. This paper analyzes the main factors affecting the housing price in 

detail, including but not limited to the building area and the number of functional areas. Through the 

regression analysis method, the housing price forecasting model is established, and the model is 
evaluated and discussed in depth. Regression analysis can effectively use the relationship between 

various features to provide an explanatory model for the formation process of housing prices.  

Our experiments indicates that using regression analysis for house price forecasting can clearly 

quantify the extent to which various factors affect house prices and provide interpretable model results. 
Through the analysis of each room type (such as the number of bedrooms, whether to have water heaters 

and other factors) to get the price corresponding to different room types, concise and concise comparison, 

will not produce illogical contradictions, can be well used in the same area housing price prediction and 
comparison. In short, this paper not only theoretically discusses the mechanism and influencing factors 

of house price formation, but also provides an effective forecasting model in terms of methods, which 

provides different research ideas for related research and has important reference value for accurately 
predicting single house. 

2.  Materials and Methods 

2.1.  The standard linear regression model 

Linear regression is a common statistical method used to analyze linear relationships between two or 
more variables. Its basic form is to establish a linear relationship between a dependent variable (in this 

study house prices) and one or more independent variables (factors affecting house prices) [11]. 
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The mathematical expression of multivariate linear regression is shown as follows: 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑝𝑥𝑝 + 𝜖 (1) 

Among them, y is the dependent variable (house price), x2,x2,...,xp are independent variables (such 

as housing size, whether there is a bathroom, etc.),β0,β1,...,βp are the model parameters, ϵ is the error 

term. Linear regression is simple and intuitive, but requires high linear assumptions of data [12]. 

The application of linear regression model relies on the following basic assumptions: 

Linear relationship: There is a linear relationship between the dependent variable and the 
independent variable. 

Independence: The observations are independent of each other. 

Homoscedasticity: Different values of the independent variable correspond to the same variance of 

the dependent variable. 
Normality: The error term follows a normal distribution. 

No multicollinearity: There should be no strong linear correlation between independent variables. 

These assumptions provide a theoretical basis for the validity and reliability of the linear regression 
model. The reliability of a model depends on whether these assumptions are met. In practice, deviations 

from assumptions may affect the forecasting performance of the model [11]. 

2.2.  Preparation of data 

In this study, we used a publicly available dataset that contains information about various houses and 
their corresponding prices. The dataset includes features such as the area of the house, the number of 

bedrooms, the number of bathrooms, and other relevant characteristics. These features will be treated as 

independent variables, while the house prices will serve as the dependent variable. 
The data used in this study is derived from the Kaggle dataset "Housing Prices Dataset", which is a 

common dataset used in predictive modeling tasks related to real estate [13]. The data includes a wide 

range of physical characteristics of houses, which makes it ideal for building a linear regression model. 

Table 1. The Kaggle dataset "Housing Prices Dataset" used in the research. 

 price Area bathrooms stories mainroad guestroom basement hotwaterheating airconditioning parking prefarea furnishingstatus 

0 13300000 7420 4 2 3 Yes No No Yes 2 yes furnished 

1 12250000 8960 4 4 4 Yes No No Yes 3 No furnished 

2 12250000 9960 3 2 2 Yes No Yes No 2 Yes semi-furnished 

3 12215000 7500 4 2 2 Yes No  Yes Yes 3 Yes furnished 

4 11410000 7420 4 1 2 Yes Yes Yes yes 2 No furnished 

 

Because data sets are now getting larger and larger, there will be inconsistencies in the arrangement 

and format of data sets[14]. Once the dataset is selected, it is important to clean the data to ensure that 
it is suitable for modeling. The following steps are typically involved in the data cleaning process [15]: 

Handling Missing Values: Missing values are common in real-world datasets and they can adversely 

affect the performance of the linear regression model. There are several ways to handle missing values, 
such as imputing them with the mean or median of the variable, using more sophisticated techniques 

like K-nearest neighbors (KNN) imputation, or simply removing rows or columns with missing data. In 

our research, for the numerical data, we use the method of finding the median to supplement the missing 
values, and for the data to judge whether we have, we directly discard the method used in this study 

Outlier Detection and Treatment: Outliers can have a significant impact on the performance of the 

linear regression model, as they can distort the relationship between the variables. Outliers can be 

detected using methods such as box plots or z-scores, and they can be dealt with by either removing 
them or transforming the data. We discard outliers and take data that do not significantly affect the 

regression model to build and test the model 
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Normalization and Scaling: In order to improve the convergence of the model and ensure that all 

variables are on a comparable scale, it is often necessary to normalize or scale the data. This is especially 

important when using gradient-based optimization methods. Common techniques for normalization 
include min-max scaling and z-score normalization. 

2.3.  Building linear regression model 

2.3.1.  Univariate linear regression 
First, we used a single independent variable to construct a linear regression model. We assume the area 

of the house as the only independent variable, and the model is shown as the following: 

𝑦 = 𝛽0 + 𝛽1 × house area + 𝜖 (2) 

This study uses the least squares (OLS) to estimate the parameters and in the model. With the training 
data, we can obtain estimates of the intercept and regression coefficients. 

2.3.2.  Multivariable linear regression 

Univariate models use a limited number of variables to predict a single characteristic. In order to improve 
the prediction accuracy of the model, the program introduces several features and constructs a 

multivariate linear regression model. Multiple characteristics are accounted in this model (e.g. area, 

number of bedrooms, number of bathrooms, etc.), and the model is shown as the following: 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑛𝑥𝑛 + 𝜖 (3) 

Similarly, this research use the least squares method to estimate the various regression coefficients 

and fit the model with the training data. 

2.3.3.  Model evaluation 
Model evaluation is a key step in measuring the quality of a model. Commonly used evaluation 

indicators include Mean square error (MSE), The coefficient of determination and Adjusted R-squared. 

In this research, we used all three parameters for evaluation. The formulas to calculate these parameters 
are listed as follows: 

Mean square error (MSE): MSE measures the difference between the predicted value and the true 

value, and is calculated as follows: 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑖=1

(4) 

The coefficient of determination: The coefficient of determination is the proportion that explains the 

fluctuation of the dependent variable, and the closer the value is to 1, the more explanatory power the 
model has. 

𝑅2 = 1 −
∑(𝑦𝑖 − �̂�𝑖)2

∑(𝑦𝑖 − 𝑦‾)2
(5) 

Adjusted R-squared: Unlike R-squared which increases with the number of variables, the adjusted 
R-squared accounts for the number of predictor variables and increases only if the new variable 

improves the model. 

These metrics help us determine the accuracy and reliability of the linear regression model. 

Depending on the results, we may need to fine-tune the model or try alternative approaches. 
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3.  Results 

We plotted the pairwise relativity between housing price, housing area, number of bedrooms, number 

of bathrooms, floor location and number of parking lots, as shown in figure 1. This figure shows that 
there is a statistically significant positive relationship between residential property size and respective 

market prices, with larger houses being more expensive than smaller houses. The price increases when 

housing area increases. There is no clear relationship between other parameters. In addition, the 
distribution of house prices shows a clear right-skewed trend, indicating that low-price properties occur 

more frequently and gradually move closer to high-price properties. While most properties fall within a 

certain price range, there are some outliers whose prices are much higher, resulting in a tilt to the right. 

 

Figure 1. Relationship between housing price and different parameters. From up to down, left to right: 

price, area, bedrooms, bathrooms, stories and parking lots. 

According to the correlation matrix shown in figure 2, there is a strong correlation between the price 

of the house and the size of the house (r = 0.54). Area is the most correlated factor what affects price. 
Other significant correlations exist between bathrooms and price (r = 0.52), air conditioning and price 

(r = 0.45), stories and price (r = 0.42), stories and bedrooms (r = 0.41). The most important factors that 

affects prices are areas, bathrooms, air conditioning, parking and bedrooms. There is also a negative 

correlation between furnishing status and price (r = -0.30). The second most correlated with house prices 
is the number of bathrooms in the home, which can be attributed to the fact that bathrooms are essential 

amenities. The least relevant variable is hot water heating, which may be due to the widespread 

availability and relatively low cost of hot water heating systems, which are often considered standard 
features of residential properties. 
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Figure 2. Correlation Matrix between parameters. From up to down, left to right: price, area, bedrooms, 

bathrooms, stories, main road, guestroom, basement, hot water heating, air conditioning, parking lots, 

pref area, and furnishing status.  

We verified the accuracy of both univariate model and multivariate model by compare the predicted 

value with actual data, as shown in figure 3. The coefficient of determination R-square of the univariate 

model is 34.58%, while this value is 61.97% for multivariate model with outliers and 54.97% for 

multivariate models with outliers removed. This value indicates that only 34.58 percent of the variation 
in house prices can be explained by area variation alone. While floor space is undoubtedly a factor in 

determining house prices, the relatively low R-squared value suggests that it is not the only determinant. 

Thus, relying solely on acreage to predict house prices can lead to considerable inaccuracy. Other 
relevant characteristics and factors should be incorporated into the analysis of the study. 

When multiple parameters are accounted into the linear regression model, including price and other 

factors, the decidability coefficient ( R2 ) increases to 61.97%, which significantly improves the 
predictive ability of the model. This means that 61.97 percent of the variance in house prices is now 

explained not only by square meters, but also by other factors such as bathrooms, bedrooms, and even 

the number of floors of the house. However, despite the significant differences in model performance, 

it is necessary to acknowledge the presence of outliers. We attempted to remove the outliers, but while 
our predictions are much better on the graph, the models’ scores drop from 61.97% (with outliers) to 

54.97% (without outliers). 

 

Figure 3. Comparison between predicted and actual values of different values. (A) Univariate model. 

(B) Multivariate model with outliers. (C) Multivariate models with outliers removed. 
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4.  Discussion 

In our research, we successfully constructed linear models to predict the changes and fluctuations in 

housing price. We find out several key factors that affects housing price including area, bathrooms, air 
conditioning and stories through statistical analysis. The prediction can reach a     relatively high 

accuracy (R2  = 61.97%) with multivariate linear models, and it performs significantly better than 

univariate models. The multiple linear regression model not only considers the size of the house, but 

also introduces several factors, such as the number of bathrooms and bedrooms, which significantly 

improves the predictive performance of the model. In the multiple regression model, the coefficient of 

determination (R2) is significantly increased, indicating that the explanatory power of the model for 

housing prices is greatly enhanced. However, despite the improved performance of multivariate models, 

the problem of outliers still needs to be treated with caution when dealing with data. 

When outliers are removed, the coefficient of determination (R2) decreased, this may be due to loss 
of information, model sensitivity and overfitting. In a dataset, outliers may contain valuable information 

about rare events or extremes. Removing them leads to a loss of information that is essential for the 

model to generalize well to unseen data. Also, some models are more sensitive than others, so removing 
outliers may confound the assumptions of the model and cause it to perform worse than before. It is also 

possible that the model overfits outliers, and removing outliers can help mitigate overfitting. 

The presence of outliers has a dual effect on the performance of the model. On the one hand, outliers 
may reflect rare or extreme conditions in the market, such as luxury homes or properties in special 

locations, and these outliers may contain important information for house price forecasting. On the other 

hand, outliers may disturb the stability of the model and cause the model to overfit or deviate from 

reality. Therefore, in practice, how to deal with outliers becomes the key issue. Researchers should be 
careful in the data preprocessing stage, not only to avoid the excessive influence of outliers on the model, 

but also to retain the important information in order to improve the robustness and accuracy of the model. 

As a classical statistical method, linear regression model mainly has the advantages of simplicity, 
high computational efficiency and interpretable model results. By setting a simple linear relationship, 

linear regression can quickly build models and make predictions, which is very suitable for dealing with 

more intuitive relationships, such as the linear correlation between house size and price. Also, linear 

regression has high computational efficiency, especially for small and medium-sized data sets, so it has 
good practicability in many practical applications. The results of the linear regression clearly show the 

influence of each variable on the target variable through the regression coefficients, which is convenient 

for interpretation and analysis. However, linear regression also has some obvious shortcomings, 
especially when dealing with complex and multi-dimensional practical problems. First of all, linear 

regression assumes that there is a linear relationship between variables, but in reality, the relationship 

between many variables is often nonlinear or there are more complex interactions, which makes it 
difficult for linear regression to accurately capture these relationships. Secondly, linear regression is 

sensitive to outliers, and extreme values can significantly affect the fitting effect and forecasting 

performance of the model. Linear regression also relies on some strict assumptions, such as variance, 

error normality, and no multicollinearity, which might be unrealistic. 
Future research might be needed to improve the shortcomings of the linear regression model and 

optimize from several directions. Researchers can combine it with more complex models such as 

nonlinear regression and generalized linear models to deal with nonlinear relationships in reality. For 
example, methods such as polynomial regression or logarithmic regression can be used to capture 

nonlinear relationships between variables. When dealing with outliers, robust regression methods can 

be introduced to reduce the interference of abnormal data to the model while retaining the key 
information therein. In addition, ensemble learning methods (such as random forests and gradient 

boosting trees) and deep learning models have been gradually applied in problems such as housing price 

prediction, which can better handle high-dimensional data and complex relationships and improve 

prediction accuracy.Many different researchers have used various machine learning algorithms for 
effective prediction of house prices, such as lasso regression, Random forest, GBM, and XGBoost to 

predict real estate prices. Some researchers have proposed that XGBoost algorithm is superior to other 
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models and can predict housing prices more effectivel [6, 16] Future research can also explore 

innovative methods for data enhancement and feature engineering to improve the generalization ability 

of the model by adding data sources or extracting more representative features. With the improvement 
of big data and computing power, it will be able to develop real-time forecasting models, which will 

help decision makers respond to market changes quickly. With these improvements and the introduction 

of new technologies, house price forecasting models are expected to become more accurate and practical. 

5.  Conclusion 

The complexity of house price forecasting stems from the fact that there are so many factors that affect 

house prices. Although the linear model based solely on house area can capture part of the trend of price 

change, usually this simple model cannot fully reflect the actual market fluctuation due to the 
multidimensional nature of house price. In order to improve the accuracy of prediction, researchers need 

to introduce multivariate linear regression models that incorporate multiple house characteristics into 

the analysis at the same time to better explain the variability of house prices and thus provide more 
accurate price forecasts. 

House price forecasting is not only significant to the government's real estate policy making, but also 

plays a key role in the decision-making of developers, investors and house buyers. An accurate housing 
price forecasting model can help the government to plan the real estate market rationally and avoid 

market overheating or recession. For developers and investors, accurate forecasts help optimize 

investment decisions and reduce risks. For customers, prediction models can provide rational price 

reference and avoid blind house purchase. 
In conclusion, housing price prediction needs to be comprehensively analyzed by combining various 

factors, not only considering the impact of different variables on prices, but also making reasonable 

trade-offs when dealing with outliers, so as to ensure that the prediction results are more accurate and 
have practical guiding significance. By continuously improving the model, researchers can not only 

improve the accuracy of prediction, but also provide new research ideas and methods for related fields 

and promote the further development of real estate market research. 
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