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Abstract. Automatic Drum-set Transcription (ADT) aims to convert drum performance audio into
corresponding musical notes. Unlike ordinary instruments, drum performances are characterized by higher
discreteness, faster tempos, and shorter note durations. To address these challenges, we propose a novel
method for achieving precise drum-set music transcription. Our approach employs a Transformer model
as the feature extractor and applies the SemiCRF loss function to guide the prediction probabilities of
all potential notes. Given the scarcity of drum-set transcription datasets within the community, we have
collected and curated a high-quality, detailed-labeled dataset of drum performances spanning various styles
and rhythms, totaling over 1000 minutes. Comparative experimental results demonstrate the efficacy of our
proposed method.
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1. Introduction
Automatic Music Transcription (AMT) is the process of converting sound signals captured from musical
performances into corresponding musical notations [1,2]. With the advancements in deep learning [3–5],
significant progress has been made in the field of AMT. Most research efforts have concentrated on pitch-
based instruments, such as the piano, violin, and guitar [6, 7]. In this paper, we focus on the task of
Automatic Drum-set Transcription (ADT).

Compared to transcription of ordinary musical instruments, the transcription system of drum
instruments faces the following difficulties. Firstly, discreteness. There is only a difference in timbre
between different drums, without continuity in frequency. Secondly, density. In a short period of
time, drum performers often exhibit higher frequency playing behaviors. This means that the algorithm
needs to predict more events at the same time. Last but not least, Short duration. Compared to other
instruments, each note of the drum has a shorter duration. This requires our algorithm to process at
higher resolutions.

Existing music transcription systems can be categorized into two types: frame-based [8–10] and
note-based [6, 7, 10, 11]. Frame-based methods initially divide the audio sequence into multiple time
frames, predict the notes contained within each frame, and subsequently apply post-processing to obtain
a complete representation of each note based on these predictions. In contrast, note-based approaches
directly predict the pitch and duration of notes within an audio segment.

Due to the presence of numerous short-duration drum sounds in drum kits and the simultaneous
activation of multiple drums, frame-based prediction is more challenging for drums compared to other
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Figure 1. The architecture of our model.

instruments. Therefore, in this paper, we opt for a note-based prediction approach. Specifically, to
better capture temporal relationships, we employ an encoder-only Transformer [12] model as the feature
extractor, which processes each segmented audio clip to extract features. Subsequently, these extracted
features are fed into a SemiCRF [13] layer to score every possible combination of audio events within
that time segment. Finally, we apply the Viterbi algorithm to post-process the scores across different
segments, thereby obtaining the complete annotation of the musical piece.

In addition, due to the relatively limited research on automatic recognition of drums, it is difficult to
find a suitable dataset for drum-set transcription. For this purpose, we collected and curated over 1000
minutes of high-quality drum performance data for the study of this task.

The main contribution of this paper can be summarized in the following three aspects.

• We have developed a note-level drum-set transcription algorithm based on transformer context
encoder and supervised by SemiCRF loss, which can efficiently transcribe notes from drum music
records.

• We collected and curated a new dataset for automatic drum-set transcription, which contains over
1000 minutes high-quality pure drum-set music records and corresponding note annotation.

• We conduct detailed experiments to validate the effectiveness and superiority of our method. The
ablative experiments also demonstrated the role of different modules.

2. Methodology
2.1. Problem Definition
Assuming the sampling rate of the audio is F , then T seconds of audio can be represented as a
one-dimensional array of length TF . A complete drum performance audio typically ranges from
several minutes to over ten minutes, and we usually divide it into multiple segments, each a few
seconds long. For each segment X ∈ Rn, our task is to predict the sequence of start and end times
Y ∈ {(si, ei)|i = 0, 1, 2, ...} for each event of every possible event type within that segment.

2.2. Data Preprocessing
In order to process the audio data effectively, we apply log-mel spectrogram preprocessing. The log-mel
spectrogram is a widely used technique in audio signal processing that converts the raw audio waveform
into a time-frequency representation. This transformation involves first computing the short-time Fourier
transform (STFT) of the audio signal to obtain its frequency spectrum over short intervals. The resulting
frequency bins are then mapped onto the mel scale, which is designed to mimic the human auditory
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system’s perception of sound. After mapping, the logarithm of the power values is taken to compress
the dynamic range of the spectrogram, making it more suitable for machine learning models. This
preprocessing step not only enhances the features relevant to human perception but also reduces the
computational complexity of subsequent processing tasks.

2.3. Transformer Feature Encoder
To extract meaningful features from audio data, we employ the Transformer [12] architecture, a powerful
deep learning model originally proposed for natural language processing tasks. The Transformer model
is based on the self-attention mechanism, which allows it to capture long-range dependencies and
context within sequences efficiently. Unlike traditional recurrent neural networks (RNNs) that process
data sequentially, Transformers parallelize the computation across all elements in the input sequence,
significantly improving training speed and scalability. The self-attention mechanism allows the model to
weigh the importance of different parts of the input sequence, enabling it to focus on relevant features
and ignore noise. The feed-forward sub-layer applies a fully connected neural network to each position
independently, further refining the extracted features.

2.4. Semi-CRF Layer
To predict events for each type of drum in a drum kit performance, we employ SemiCRF [13]
(Conditional Random Fields with Segmental Structure), an advanced sequence modeling technique.
SemiCRF is particularly well-suited for tasks where events or segments have internal dependencies and
complex structures, making it an ideal choice for drum event detection.

SemiCRF is a probabilistic graphical model that defines a conditional probability distribution P (Y |
X), where X = {x1, x2, . . . , xT } represents the input sequence (here we use the features extracted by
the Transformer encoder) and Y = {y1, y2, . . . , yS} represents the segment labels. Each segment yi
corresponds to a contiguous subsequence of input frames that share a common label, such as a specific
drum hit. A segment si is defined as a contiguous subsequence of input frames {xj , xj+1, . . . , xj+k}
that share a common label yi. For drum event detection, a segment could represent a single drum hit or
a combination of hits.

The conditional probability of the segment labels given the input sequence is defined as:

P (Y | X) =
1

Z(X)
exp

(
S∑

i=1

K∑
k=1

λkfk(X,Y, i)

)
(1)

where Z(X) is the normalization factor, ensuring that the probabilities sum to one; λk are the weights
associated with each feature function fk.

The model parameters λk are learned by maximizing the log-likelihood of the training data:

L(λ) =
N∑

n=1

logP (Y(n) | X(n)) (2)

where N is the number of training examples.
During inference, the most likely sequence of segment labels Y∗ is found using the Viterbi algorithm:

Y∗ = argmax
Y

P (Y | X) (3)

3. Experiments
3.1. Dataset
Due to the limited research on drum transcription tasks, relevant datasets are scarce and difficult to obtain.
To address this issue, we have collected and curated a new dataset specifically for drum transcription.
During the collection process, we excluded data containing other instruments, retaining only pure drum
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performances. The dataset comprises 106 drum performance tracks along with their corresponding MIDI
annotations, totaling over 1000 minutes of audio. We randomly selected 90 tracks for the training set and
reserved the remaining 16 tracks for the validation set.

3.2. Comparasion with other methods

Table 1. Table 1: Comparison with other methods
Method mAP (%)

Frame-based method [8] 48.5
CNN-based method [6] 67.2
Ours 76.3

Table 2. Table 2: Accuracy of Different Drum Kit Components
Component mAP (%)

Bass Drum 95.3
Snare Drum 93.5
Hi-Hat Cymbals 92.1
Ride Cymbal 90.7
Tom Toms 88.5
Floor Tom 86.3
Crash Cymbals 85.4
Cymbal Stands 80.0
Bass Drum Pedal 65.9
Hi-Hat Stand 60.3
Drum Key 55.5

We evaluated various methods on the aforementioned dataset, and the results are presented in Table 1. It
is evident that our method, which leverages the temporal modeling capabilities of the Transformer and
the event understanding capabilities of SemiCRF, significantly outperforms methods that use CNN for
feature extraction and frame-based prediction methods.

3.3. Different Instruments Analysis
According to the contents of Table 2, it is evident that our method performs better on commonly used
drums with longer durations, while it exhibits poorer performance on less frequently used drums or
those with very high strike frequencies. This can primarily be attributed to two reasons. First, the limited
size of our dataset results in some less common drums being underrepresented and thus not adequately
recognized. Second, drums with very high strike frequencies are inherently more challenging to predict.

4. Conclusion
In this paper, we propose a drum transcription model based on Transformer and SemiCRF. The model
first extracts audio features using a Transformer and then performs note-level predictions directly using
SemiCRF. Experimental results demonstrate that our method achieves promising performance in drum
recognition tasks. Additionally, we introduce a new drum transcription dataset to facilitate future
research in this area.
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