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Abstract: The promotion and application of robotic technology are of great significance for 
the improvement of production efficiency and the reduction of production risk and cost, 
which requires robots to have strong adaptability and flexibility in sophisticated situations, 
so the study of robot automatic control technology has always been a hot topic of research at 
home and abroad. This paper combines three stages of the development of automatic control 
theory, reviews the algorithms applied to robot automatic control technology at different 
phases of development, describes in detail the principles of PID control algorithms, adaptive 
control algorithms, sliding mode control algorithms, H∞ control algorithms, neural network 
control algorithms, and fuzzy control algorithms, and their applications in robotics. The 
advantages and disadvantages of different algorithms in practical application scenarios are 
analyzed. Hybrid control algorithms integrate a variety of control techniques, combining the 
advantages of control schemes and overcoming the limitations that exist in different control 
techniques. In the future, hybrid control algorithms will be widely used in the field of robot 
control and the focus of future research are proposed. 

Keywords: Robotic Control, Classical Control, Morden Control, Intelligent Control.  

1. Introduction 

With the scale growth and increased complexity of industrial production and the development of 
automation theory, as well as some of the production tasks on the control accuracy requirements[1], 
robot automation control technology has become a hot topic in the industrial field as well as in the 
automation field. Meanwhile, robots are expanding from the industrial field to service, medical, 
military and other scenarios. The increasing complexity of application scenarios requires more 
adaptive automatic control systems, which poses higher challenges to the design of control algorithms. 
Therefore, a systematic study of robot automatic control technology is necessary to select the optimal 
control strategy to achieve higher efficiency and more desirable results. 

Based on linear and simple classical control algorithms, such as adaptive control and sliding mode 
control, domestic and foreign experts and scholars have developed modern control techniques. These 
methods are excellent in coping with complex dynamic systems. In addition, intelligent control 
algorithms such as fuzzy control and neural network control have gradually increased in recent years 
in the field of robotics. They are able to deal with nonlinear and uncertain environments, e.g., by 
using algorithms such as recurrent neural networks [2], deep reinforcement learning[3],and so on. In 
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previous papers, scholars have researched and proposed many theories and algorithms for robot 
automatic control technology, whether by simulating a control method and thus deriving insights into 
this control method, or by reflecting the advantages and disadvantages of various algorithms through 
data science. In the literature [4], Esmail Ali Alandoli and T. S. Lee have used charts and graphs to 
compare the merits and demerits of various algorithms in a well-organised manner and also to 
visualise the popularity of the algorithms in terms of their application. 

Hybrid control, which combines the advantages of various algorithms, is being used more and 
more widely in the field of robot control. For example, the literature [5] proposes and establishes a 
hybrid force/position control based on segmental adaptive method, and the authors used simulation 
to confirm the merits of the approach. From the literature [6], the wall-climbing robot trajectory 
tracking control system based on a hybrid algorithm was verified to be effective in suppressing 
velocity mutation and input jitter through simulation and prototype experiments. 

This paper discusses the classical control algorithms, modern control algorithms and intelligent 
control algorithms in robot automatic control technology with the development of automation theory, 
mainly describes the typical algorithms of each category and their principles, applications in the field 
of robotics, focuses on analysing the strengths and weaknesses of different algorithms in the actual 
scenarios. With the emergence and application of hybrid control algorithms in the field of automatic 
robot control, an outlook on the future development of automatic robot control technology is 
presented. 

2. Classical control algorithm 

Classical control theory is the foundation of modern control and intelligent control theory, which 
mainly studies linear constant systems and is suitable for solving the analysis and design problems in 
‘single-input, single-output’ systems. The PID control algorithm is a typical representative of 
classical control theory, and its algorithm block diagram is shown in Fig. 1: 

 
Figure 1: Block diagram of PID control algorithm 

In Fig. 1, the output of the PID control algorithm is shown in equation (1). 

𝑢𝑢(𝑡𝑡) = 𝐾𝐾𝑝𝑝 �𝑒𝑒(𝑡𝑡) +
1
𝑇𝑇𝑡𝑡
�  
𝑡𝑡

0
𝑒𝑒(𝑡𝑡)𝑑𝑑𝑑𝑑 + 𝑇𝑇𝐷𝐷

𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑 � �1� 

PID control is one of the most classical control techniques. It has the performance of simplicity 
and stability. Despite many emerging control techniques, PID controllers are still one of the most 
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widely used controllers in the industry due to the simplicity of design and implementation, clarity of 
functionality and applicability. It has been shown that PID controllers exhibit good performance in 
many industrial automation and robotic systems, especially for linear systems and stable operating 
environments. In robot control applications, PID controllers are often used for position control, such 
as joint angle adjustment for robotic arms; In robot drive systems, PID is used to control the speed of 
the motor to keep it within a set range, such as systems for smooth movement of mobile robots and 
drones; The PID controller can also be used to control the force applied by the robot's end-effector, 
ensuring that the robot is able to accurately apply force during operations such as gripping, pushing 
and pulling; Bipedal or self-balancing robots (e.g., two-wheeled balance bikes) rely on PID control 
to maintain their balance, especially when dealing with complex motions and maintaining attitude 
stability; In mobile robot navigation, PID control helps the robot to move along a predetermined path, 
adjusting direction and speed to avoid deviation from the trajectory. 

Although PID has a long history and a wide range of uses, research has shown that many PID 
feedback loop parameters are difficult to regulate[7]. Classical PID controllers are also unable to 
handle complex nonlinear systems as well as poor immunity and adaptability to external disturbances, 
which may lead to poor control, especially in systems with relatively large uncertainties or noise. 

Optimisation of PID controllers is mainly based on making optimal adjustments for specific 
control applications. One of the most classical tuning methods is the Ziegler-Nichols Frequency 
Response Method [8][9]. Firstly, we need to determine the Ultimate Gains and Ultimate Period. The 
gain value is gradually increased in the closed-loop control state of the system until the system output 
begins to produce continuous oscillations. The gain 𝐾𝐾𝑢𝑢 and the oscillation period 𝑃𝑃𝑢𝑢 at this point 
are recorded. then the PID parameters are calculated using empirical formulas. Based on the recorded 
values of 𝐾𝐾𝑢𝑢and 𝑃𝑃𝑢𝑢, the empirical formulas in the Ziegler-Nichols method are applied to set the 
parameters of the PID controller as shown in Eqs. (2), (3), and (4): 

𝐾𝐾𝑝𝑝 = 0.5𝐾𝐾𝑢𝑢 �2� 

𝐾𝐾𝑝𝑝 = 0.45𝐾𝐾𝑢𝑢 ,    𝑇𝑇𝑖𝑖 =
𝑃𝑃𝑢𝑢
1.2

�3� 

𝐾𝐾𝑝𝑝 = 0.6𝐾𝐾𝑢𝑢 , 𝑇𝑇𝑖𝑖 = 0.5𝑃𝑃𝑢𝑢 ,    𝑇𝑇𝑑𝑑 = 0.125𝑃𝑃𝑢𝑢 �4� 

Except for the classical tuning methods, common intelligent tuning methods includes auto-
tuning[10], genetic algorithm approach [11]and model matching approach[12]. 

3. Modern control algorithms 

In order to overcome the limitations of classical control theory, which is not applicable to ‘multi-
input, multi-output’ systems, modern control theory was gradually developed in the 1950s and 1960s. 

3.1. Adaptive control 

The adaptive controller is based on the mathematical model of the system as shown in equation (5): 

𝑥̇𝑥(𝑡𝑡) = 𝐴𝐴(𝜃𝜃)𝑥𝑥(𝑡𝑡) + 𝐵𝐵(𝜃𝜃)𝑢𝑢(𝑡𝑡) �5� 

In equation(5), 𝑥𝑥(𝑡𝑡) is the system state, 𝑢𝑢(𝑡𝑡) is the control input, 𝐴𝐴(𝜃𝜃) and 𝐵𝐵(𝜃𝜃) are system 
matrices that depend on unknown parameters. 

The control input of the adaptive controller is shown in equation (6): 

𝑢𝑢(𝑡𝑡) = −𝐾𝐾𝐾𝐾(𝑡𝑡) + 𝜃𝜃�𝑇𝑇𝑌𝑌(𝑡𝑡) �6� 
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In equation (6) 𝐾𝐾 is the feedback gain, 𝜃𝜃� is the estimated parameter, and 𝑌𝑌(𝑡𝑡) is the regression 
matrix. 

The parameter θ is adjusted as shown in equation (7): 

𝜃𝜃�̇(𝑡𝑡) = Γ𝑌𝑌(𝑡𝑡)𝑇𝑇𝑒𝑒(𝑡𝑡) �7� 

In Equation (7) 𝑒𝑒(𝑡𝑡) is the error signal, Γ is the conditioning matrix. 
Stability analysis based on Lyapunov functions is commonly used in adaptive controllers. 

𝑉𝑉�𝑥𝑥,𝜃𝜃�� = 𝑥𝑥𝑇𝑇𝑃𝑃𝑃𝑃 + (𝜃𝜃 − 𝜃𝜃�)𝑇𝑇Γ−1�𝜃𝜃 − 𝜃𝜃�� �8� 

where 𝜃𝜃� is the estimated parameter, 𝑃𝑃 is a positive definite matrix, and Γ is a matrix that regulates 
the rate of parameter updates[13]. 

Adaptive control algorithms are capable of dynamically adjusting the parameters of the controller, 
which is particularly suitable for dealing with parameter uncertainty and external perturbations in 
robotic systems Adaptive control can adjust the control parameters under unknown or varying 
dynamics, which enables the robotic arm to maintain stable trajectory tracking performance under 
varying loads, friction forces, and external perturbations. For instance, in articulated robots, adaptive 
control can adjust the torque output in real-time to ensure the accuracy of the end-effector. The block 
diagram of the model-referenced adaptive control structure, which is widely used in robot arm control, 
is shown in Fig. 2. 

 
Figure 2: Block diagram of MRAC structure 

By dynamically adjusting the control strategy, the adaptive control algorithm can enhance the 
stability of the system and ensure that the system can operate effectively under different operating 
conditions. In addition, the adaptive control algorithm combines the characteristics of robust control, 
which can maintain the stability and control performance of the system in the presence of disturbances. 
In UAV flight control, due to the complexity and variability of the external environment, adaptive 
control can effectively deal with these perturbations. In practical applications, the combination of 
adaptive control and sliding mode control can enhance the robustness of UAVs in uncertain 
environments and ensure their flight stability and path-tracking capability. Adaptive control 
algorithms rely on real-time adjustment of control parameters, and by improving the self-tuning 
algorithm (e.g., using gradient descent or Kalman filtering), the control parameters can be adjusted 
faster and more accurately to adapt to changes in the dynamic environment. For example, in the 
adaptive Kalman filter proposed in literature [14], the Kalman filter adjusts the variance of the 
measurement noise through a covariance matching mechanism so that the estimated residuals of the 
filter match the theoretical covariance. When there is uncertainty or error in the system model or 
measurement model, the Kalman filter can adjust the gain matrix of the filter in real-time according 
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to the difference between the actual covariance of the innovation sequence and the theoretical 
covariance. This adjustment process reduces the impact of model errors on control performance and 
makes the system more robust. 

3.2. Sliding Mode Control 

The principle of sliding mode control is to design the switching hyperplane of the system according 
to the desired dynamic characteristics of the system, and to make the system state converge from 
outside the hyperplane to the switching hyperplane through the sliding mode controller. The system 
state model is shown in equation (9): 

𝑥̇𝑥(𝑡𝑡) = 𝑓𝑓�𝑥𝑥(𝑡𝑡),𝑢𝑢(𝑡𝑡)� + 𝑑𝑑(𝑡𝑡) �9� 

In Equation (9), 𝑥𝑥(𝑡𝑡)is the system state vector, 𝑢𝑢(𝑡𝑡) is a control input, 𝑓𝑓�𝑥𝑥(𝑡𝑡),𝑢𝑢(𝑡𝑡)� is a known 
nonlinear function, and 𝑑𝑑(𝑡𝑡) is an external perturbation. 

Construct the sliding mould surface 𝑆𝑆(𝑋𝑋) as a linear combination of state variables: 

𝑆𝑆(𝑋𝑋) = 𝐶𝐶𝐶𝐶 �10� 

𝐶𝐶  in Equation (10) is the design matrix. For the tracking control problem, the sliding mould 
surface can be defined as a function of the error state:  

𝑆𝑆(𝑥𝑥) = 𝑒𝑒(𝑡𝑡) = 𝑥𝑥(𝑡𝑡)− 𝑥𝑥d(𝑡𝑡) �11� 

The control objective is to make 𝑒𝑒(𝑡𝑡) → 0, that is, the system state 𝑥𝑥(𝑡𝑡), tracks the desired state 
𝑥𝑥𝑑𝑑(𝑡𝑡).  

By controlling the input 𝑢𝑢(𝑡𝑡), the state of the system is made to converge to and remain on the 
sliding mode surface. Commonly used sliding mode convergence laws are: 

Constant rate convergence law: 

𝑆̇𝑆(𝑥𝑥) = −𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘�𝑆𝑆(𝑥𝑥)� �12� 

The law of exponential convergence: 

𝑆̇𝑆(𝑥𝑥) = −𝜆𝜆𝜆𝜆(𝑥𝑥)− 𝑘𝑘sign�𝑆𝑆(𝑥𝑥)� �13� 

In equations (12) and (13) k and λ are positive control parameters, sign�𝑆𝑆(𝑥𝑥)� is a sign function. 

 
Figure 3: Flowchart of sliding mode control algorithm 
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Sliding mode control algorithms are capable of handling uncertainty and nonlinear systems with 
strong anti-interference capability. In complex situations, mobile robots may be disturbed by uneven 
terrain, obstacles and sensor errors. Sliding mode control is frequently used in path tracking and 
attitude control of mobile robots by dynamically adjusting the control law to ensure that the robot can 
accurately perform the intended trajectory and task. Although the pure SMC strategy has the 
advantage of simplicity and robustness, its main drawback is jitter, which is a high-frequency 
oscillation that occurs during the control process, leading to inaccurate system performance and 
potentially resulting in energy loss .In recent years, new mechanisms such as higher order sliding 
mode, terminal SMC and adaptive SMC have been introduced to mitigate the jitter problem.For 
example, the higher-order sliding mode control, which extends the first-order sliding mode control, 
controls the sliding mode surface at higher-order derivatives by introducing higher-order derivative 
terms, which reduces the jitter phenomenon of the system and makes the control system smoother 
while maintaining robustness. Although these new SMC methods provide good dynamical properties, 
the theoretical proof analyses of finite-time convergence and stability remain open issues due to the 
introduction of non-smoothness and discontinuity terms [15]. 

3.3. H∞ control 

Since Zames proposed H∞ control synthesis, significant progress has been made in this field. The 
method has many theoretical advantages, such as high perturbation rejection capability and high 
stability, and has been widely used to solve a variety of practical and theoretical problems[9]. 

The H∞-based formulation of the robust control problem is shown in Fig. 4. Where 𝑤𝑤 is the vector 
of all perturbation signals, 𝑧𝑧 is the cost signal containing all errors, 𝑣𝑣 is the vector containing the 
measurement variables, and 𝑢𝑢 is the vector of all control variables. 

 
Figure 4: Robust control problem 

From the literature[16], it is known that usually H∞ controllers use a combination of two transfer 
functions to divide the complex control problem into two independent parts, one for dealing with 
stability and the other for dealing with performance. The sensitivity function 𝑆𝑆 and the 
complementary sensitivity function 𝑇𝑇 are the parts required for controller synthesis and are defined 
as shown in equations. (14) and (15). 

𝑆𝑆 =
1

1 + 𝐺𝐺𝐺𝐺
�14� 

𝑇𝑇 =
𝐺𝐺𝐺𝐺

1 + 𝐺𝐺𝐺𝐺
�15� 
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Our goal is to find a controller 𝐾𝐾,which generates a control signal u based on the information in 𝑣𝑣 
to counteract the effect of 𝑤𝑤 on 𝑧𝑧, thus minimising the number of paradigms from 𝑤𝑤 to 𝑧𝑧 in the closed-
loop system such that 

∣∣ 𝑇𝑇𝑧𝑧𝑧𝑧 ∣∣∞≤ 𝛾𝛾 �16� 

where 𝑇𝑇𝑧𝑧𝑧𝑧 is the transfer function from the perturbation ω to the output 𝑧𝑧 and γ is the desired 
performance bound. By controlling the weighting functions of the sensitivity and complementary 
sensitivity functions (e.g., 𝑊𝑊𝑠𝑠  and 𝑊𝑊𝑡𝑡), the robustness and performance of the system at different 
frequencies can be ensured. The weighting functions 𝑊𝑊𝑠𝑠  and 𝑊𝑊𝑡𝑡 are used to qualify the sensitivity 
and complementary sensitivity to ensure the stability of the system over a set frequency range. A 
common weighting function design method is the Loop Shaping technique. 

H∞ control has a strong ability to deal with uncertainty and nonlinear systems, can effectively 
suppress perturbations, to ensure high stability of system performance; it isapplicable to vibration 
suppression of flexible connecting rods, but its design and implementation process is more complex, 
computationally intensive [16][17][18].Due to the high degree of uncertainty and nonlinear 
characteristics of underwater environments, H∞ control has significant advantages in the navigation 
and motion control of underwater robots. By designing the H∞ controller, it can effectively respond 
to the perturbations of environmental factors such as water current changes and pressure fluctuations 
to ensure that the underwater robot can perform its tasks stably. 

4. Intelligent control algorithms 

As some complex systems may not be able to use accurate mathematical models to describe, the 
classical control theory and modern control theory will face serious challenges, the United States 
Purdue University Department of Electrical Engineering, Professor Fu Jingsun in the 1970s for the 
first time put forward the concept of ‘intelligent control’. Intelligent control, as a product of the 
intersection of artificial intelligence and automatic control, is a new field of automatic control science. 

4.1. Neural Network Control 

BP neural network is a typical nonlinear algorithm, which consists of an input layer, a hidden layer 
(also called intermediate layer) and an output layer , where the hidden layer has one or more layers, 
and the connection status of the nodes between the layers is reflected by the weights. 

 
Figure 4: Schematic diagram of neural network 

In Fig. 4, the output of the neural network can be represented as: 
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𝑦𝑦 = 𝑓𝑓 ��  
𝑛𝑛

𝑖𝑖=1

𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖 + 𝑏𝑏� �17� 

where 𝑦𝑦 is the output, f is the activation function, 𝑤𝑤𝑖𝑖 is the weight matrix, 𝑥𝑥𝑖𝑖 is the input vector, 
and 𝑏𝑏 is the bias term[19]. The learning process of the parameters in the neural network controller 
is shown below:  

1. Error Calculation: 
The mean square error (MSE) function was used to calculate the error in the output layer: 

𝐸𝐸 =
1
2
�( 𝑦𝑦target − 𝑦𝑦actual)2
𝑛𝑛

𝑖𝑖=1

�18� 

where 𝐸𝐸 is the total error,  𝑦𝑦target  is the target output, and 𝑦𝑦actual is the actual output. 
2. Backpropagation: 
Backpropagate the error and update the weights layer by layer from the output layer to the hidden 

layer. 
1) Weight update of the output layer: 

Δ𝑤𝑤 = −𝜂𝜂
∂𝐸𝐸
∂𝑤𝑤

�19� 

The formula η is the learning rate, which controls the magnitude of each adjustment of the 
weights. The partial derivative formula is:  

∂𝐸𝐸
∂𝑤𝑤 = �𝑦𝑦actual − 𝑦𝑦target� 𝑓𝑓′(𝑧𝑧)𝑥𝑥 �20� 

where 𝑓𝑓′(𝑧𝑧) is the derivative of the activation function and 𝑥𝑥 is the input. 
2) Weight update of the hidden layer: 

𝛿𝛿𝑗𝑗 =
∂𝐸𝐸
∂𝑦𝑦𝑗𝑗

⋅ 𝑓𝑓′�𝑧𝑧𝑗𝑗� �21� 

where 𝛿𝛿𝑗𝑗 is the error of the hidden layer neuron 
3. Weight Update: 
After each iteration, new weight updates are applied to the network, which ultimately results in a 

decreasing output error: 

𝑊𝑊new = 𝑊𝑊old − 𝜂𝜂
∂𝐸𝐸
∂𝑊𝑊

�22� 

Through repeated iterations, BP neural networks can gradually learn reasonable weight 
configurations in complex nonlinear relationships and achieve input-to-output mapping. 

Neural network control algorithms are suitable for dealing with system designs that lack 
knowledge of system dynamics and can avoid complex mathematical modelling problems. It can be 
used for mobile robot path planning and navigation, especially when dealing with diverse obstacles 
and uncertainties in dynamic environments. Through learning and adaptive capabilities, neural 
networks can optimise robot motion control strategies and improve the accuracy and robustness of 
path tracking. Neural network control is used in service robots and exoskeleton systems to enhance 
the accuracy of human-robot interaction. For example, in exoskeleton robots, neural network control 
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improves wearer comfort and safety by adaptively adjusting the control strategy to ensure precise 
matching with the user's movements. 

However, the performance of small-scale neural networks in practical applications is 
unsatisfactory, and large-scale networks are more computationally complex and require a lot of 
computational time; the performance may be less than optimal in the presence of uncertainties and 
disturbances. 

4.2. Fuzzy Control 

Fuzzy control is an intelligent control method based on fuzzy set theory, fuzzy linguistic variables 
and fuzzy logic reasoning, which utilises the basic ideas of fuzzy mathematics and theoretical control 
methods applied to actual controllers. 

 
Figure 5: Block diagram of fuzzy control algorithm 

As shown in Fig. 5, the fuzzy controller consists of the following four parts: 
1)Fuzzification:  
The input variables (exact values) are converted to the membership degree of the fuzzy set. The 

membership function μ𝑥𝑥 describes the degree to which the input belongs to a fuzzy set with the 
formula: 

𝜇𝜇𝐴𝐴(𝑥𝑥) =
𝑥𝑥 − 𝑎𝑎
𝑏𝑏 − 𝑎𝑎 , for 𝑎𝑎 ≤ 𝑥𝑥 ≤ 𝑏𝑏 �23� 

Where a and b is the range of the fuzzy set and 𝜇𝜇𝑎𝑎(𝑥𝑥) is the membership degree of the input x to 
the fuzzy set A. 

2)Rule base: A fuzzy rule base is created based on the experience of human experts. 
3)Fuzzy Inference: 
Reasoning based on fuzzy rules, e.g. rule: If x1  is A1  and x2  is A2 , then y is B.  The 

inference formula is: 

𝜇𝜇𝐵𝐵(𝑦𝑦) = min(𝜇𝜇𝐴𝐴1
(𝑥𝑥1),𝜇𝜇𝐴𝐴2

(𝑥𝑥2)) �24� 

Alternatively, the weighted average method is used: 

𝜇𝜇𝐵𝐵(𝑦𝑦) = 𝜔𝜔1 ⋅ 𝜇𝜇𝐴𝐴1
(𝑥𝑥1) + 𝜔𝜔2 ⋅ 𝜇𝜇𝐴𝐴2

(𝑥𝑥2) �25�  

Where, 𝜇𝜇𝐵𝐵(𝑦𝑦) is the output membership function, 𝜇𝜇𝐴𝐴1(𝑥𝑥1) and 𝜇𝜇𝐴𝐴2(𝑥𝑥2) are the membership 
functions of the input variables , 𝜔𝜔1 and 𝜔𝜔1 are the weights. 
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4)Defuzzification: 
A common method used to convert fuzzy outputs into exact values is the Centre of Gravity (COG) 

method, Eq: 

y =
∫ 𝑦𝑦 ⋅ 𝜇𝜇𝐵𝐵(𝑦𝑦)𝑑𝑑𝑑𝑑
∫ 𝜇𝜇𝐵𝐵(𝑦𝑦)𝑑𝑑𝑑𝑑

�26� 

This formula calculates the centre of gravity of the fuzzy set and is used as the exact value of the 
system output. 

Fuzzy control algorithms are capable of handling non-linear systems and do not require precise 
mathematical modelling; they are relatively simple to design and implement and can be used even by 
non-experts. Widely used in flexible robots, which often have to deal with complex working 
environments and uncertainty, fuzzy control handles these variables and enhances the flexibility and 
adaptability of robot operation. Fuzzy control is used for robot path planning and obstacle avoidance 
in uncertain environments. By means of fuzzy rules, the robot can autonomously judge variables such 
as distance and speed, make appropriate decisions, and improve the intelligence and robustness of 
navigation. 

However, fuzzy control algorithms are more difficult to design complex systems, especially with 
a large number of input variables; performance may be unsatisfactory in the presence of uncertainty 
and external disturbances. 

5. Conclusion  

This paper focuses on the principles of PID control, adaptive control, sliding mode control, H∞ 
control, neural network control, fuzzy control and their applications in the field of robotics with the 
development of automation theory. As far as robustness and stability of robot control are concerned, 
PID control is difficult to deal with uncertainty and is less resistant and robust to interference; 
Adaptive control performs better in terms of robustness and stability in changing environments, while 
sliding mode control is more robust to system uncertainty and has good stability in theory but 
produces jitter in practical applications thus affecting stability; H∞ control has good robustness and 
high stability; Neural network control exhibits excellent robustness in MIMO systems, time-varying 
systems, and nonlinear systems, and the stability depends heavily on the training data; Fuzzy control 
may not perform well in the presence of uncertainty and external disturbances. Each robot control 
method has its own advantages and limitations. Therefore, hybrid control algorithms have emerged 
by combining the advantages of various methods and realising the complementarity of their strengths 
and weaknesses. In the future, the application of robots is becoming more and more widespread, and 
the environmental factors they face are more variable and unknown, and hybrid control algorithms 
will be widely used in the field of robot control. For such a new environment, how to decompose the 
control task of hybrid control, how to select the control algorithms that match each link, how to switch 
between the various algorithms, and how to evaluate the robustness and stability of the hybrid control 
methods are the focus of future research. 
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