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Abstract: Autonomous driving technology is progressively transforming traditional car 

driving methods, marking a significant milestone in modern transportation. Object detection 

serves as a cornerstone of autonomous systems, playing a vital role in enhancing driving 

safety, enabling autonomous functionality, improving traffic efficiency, and facilitating 

effective emergency responses. However, current technologies such as radar for 

environmental perception, cameras for road perception, and vehicle sensor networks face 

notable challenges, including high costs, vulnerability to weather and lighting conditions, and 

limited resolution.To address these limitations, this paper presents an improved autonomous 

target detection network based on YOLOv8. By integrating structural reparameterization 

technology, a bidirectional pyramid structure network model, and a novel detection pipeline 

into the YOLOv8 framework, the proposed approach achieves highly efficient and precise 

detection of multi-scale, small, and remote objects. Experimental results demonstrate that the 

enhanced model can effectively detect both large and small objects with a detection accuracy 

of 65%, showcasing significant advancements over traditional methods.This improved model 

holds substantial potential for real-world applications and is well-suited for autonomous 

driving competitions, such as the Formula Student Autonomous China (FSAC), particularly 

excelling in scenarios involving single-target and small-object detection. 
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1. Introduction 

Autonomous driving technology has advanced rapidly, offering benefits such as improved safety, 

traffic efficiency, comfort, and environmental friendliness [1][2]. It reduces human errors like fatigue 

and distraction, enhances safety, optimizes driving paths, alleviates congestion, and allows 

passengers to focus on other activities [3]. However, achieving high-precision detection of road 

targets remains a critical challenge [4]. 

Object detection is essential for autonomous driving, directly impacting safety, autonomy, traffic 

efficiency, and user experience [5]. It enables vehicles to identify and track pedestrians, vehicles, and 

obstacles, ensuring timely actions to avoid collisions and improve safety. Accurate detection supports 

autonomous decision-making, adherence to traffic rules, and seamless integration into traffic flow, 

reducing congestion and travel time. In emergencies, it helps vehicles respond swiftly to hazards, 

protecting passengers and pedestrians. For autonomous racing, object detection is crucial to 

advancing driverless technology and achieving full autonomy in driverless formula cars. 
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Current autonomous driving detection technologies [6], including radar, cameras [7], and on-board 

sensor networks [8], face challenges such as high costs, weather susceptibility, and resolution 

limitations. Radar accuracy decreases in adverse weather and on reflective surfaces, while cameras, 

though effective for detecting road signs and lane lines, struggle with poor lighting and weather 

conditions like rain or haze [9]. On-board sensor networks provide comprehensive environmental 

perception but involve complex data processing [10]. 

2. YOLOv8 Improves the Frame Structure of the Model 

The original YOLOv8 model faces challenges such as limited adaptability, inadequate feature 

extraction, and suboptimal information flow when dealing with multi-scale, small, and distant object 

detection. 

This paper enhances the YOLOv8-based autonomous target detection network by incorporating 

structural reparameterization, a two-way pyramid structure, and a new detection pipeline. These 

improvements aim to achieve high-efficiency and high-precision detection of multi-scale, small, and 

distant objects. 

Structural reparameterization technology optimizes the network structure, enhancing its suitability 

for multi-scale and small target detection without sacrificing accuracy. This adaptation improves the 

detection of targets of varying sizes. The bidirectional pyramid structure processes multi-scale feature 

information, capturing spatial and semantic details more effectively, which aids in detecting distant 

and small targets. Additionally, the new detection pipeline structure optimizes information flow, 

enhancing inspection efficiency and accuracy through modules like feature fusion and information 

transfer. Figure 1 illustrates the framework of the improved YOLOv8 model, with detailed 

explanations of the improvements provided below. 

 

Figure 1: Improved YOLOv8 model structure. 

2.1. The introduction of backbone network introduces 

The DBB (Different Branch Blocks) model enhances the backbone network's feature extraction by 

integrating branches that focus on different scales, semantics, or aspects of an image. By augmenting 
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the original backbone with these branching blocks, the network effectively captures multi-scale and 

multi-semantic information, significantly improving the detection of distant and small targets. 

In autonomous driving, vehicles must promptly detect and recognize obstacles and traffic signs, 

including distant and small objects like traffic signs, vehicles, and pedestrians. Due to their size and 

distance, these objects may appear blurry or subtle, requiring accurate detection and identification. 

By incorporating different branching block models, the network can effectively integrate multi-scale 

and semantic information, enhancing its understanding of image content. 

This paper combines multiple DBB modules to enhance the backbone network for detecting distant 

and small-sized objects. To complement the improved backbone, structural reparameterization 

technology is integrated into the C2f-DBB module, boosting detection speed and accuracy, as 

illustrated in Figure 2. 

 

Figure 2: Structural reparameterization technology is introduced into the C2F-DBB module. 

2.2. The neck structure introduces a bidirectional pyramid structure network model 

The YOLOv8 neck structure transforms feature maps from the backbone into optimized 

representations for object detection, performing fusion, compression, enhancement, and adjustment 

to boost network performance and efficiency. 

A key limitation of the original YOLOv8 network's Path Aggregation Feature Pyramid Network 

(PAFPN) as the neck structure is its unidirectionality, which can result in incomplete feature 

extraction. This restricts the effective integration and utilization of multi-scale and semantic features, 

potentially impacting object detection performance. 

To address this limitation, this paper introduces a bidirectional pyramid network model into the 

neck structure, maintaining a transmission mode similar to the original YOLOv8 model, as shown in 

Figure 3. Compared to the unidirectional pyramid structure, the bidirectional design offers enhanced 

feature integration and flexibility, enabling more comprehensive information capture and improving 

the performance and accuracy of autonomous target detection. 

 

Figure 3: Comparison between the pyramid network of path aggregation features and the bidirectional 

pyramid structure network model. 
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2.3. A new model of the inspection pipeline structure was introduced 

The YOLOv8 neck structure transforms feature maps from the backbone network into representations 

optimized for object detection, incorporating feature fusion, compression, enhancement, and 

adjustment to boost performance and efficiency. However, the original YOLOv8's Path Aggregation 

Feature Pyramid Network (PAFPN) suffers from unidirectionality, limiting the integration and 

utilization of multi-scale and semantic features, which can impact detection performance. To address 

this, a bidirectional pyramid network model is introduced, as shown in Figure 3. Compared to the 

unidirectional structure, the bidirectional design enhances feature integration and flexibility, enabling 

more comprehensive information capture and improving detection performance and accuracy. 

 

Figure 4: Schematic diagram of the structure of the new inspection pipeline structure model.  

3. EXPERIMENTAL RESULTS AND DISCUSSION 

3.1. Experimental conditions are set 

The images used in this paper have a resolution of 1280. The model was trained for 100 rounds using 

the SGD optimizer with a batch size of 16 and 64GB of memory. 

This paper utilizes the SODA-D and VisDrone datasets for evaluation. SODA-D (Small Object 

Detection in Aerial Images - Drone) focuses on detecting small objects in UAV aerial images, offering 

diverse categories that provide abundant data for small object detection research. VisDrone, a large-

scale dataset for UAV video analysis and target detection, includes aerial footage from multiple cities 

worldwide, covering varied scenarios and environmental conditions. Its challenges, such as 

occlusions, partial visibility, and small-sized targets, demand high algorithmic robustness and 

performance. Both datasets are well-suited for addressing small target detection needs in FSAC 

competition scenarios. 

3.2. Evaluate the parameters 

To demonstrate the reliability of the proposed improved model, evaluation parameters for the SODA-

D and VisDrone datasets were compared based on the YOLOv8 model with various block 

improvements. The results of these comparisons are presented in Table 1 and Table 2, respectively. 

The evaluation parameters in this study include precision (P), recall (R), mAP@0.5, GFLOPS, 

Params, and FPS. Together, these metrics provide a comprehensive assessment of defect detection 

algorithms, encompassing both accuracy and efficiency. 
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Table 1: COMPARISON OF MODEL PARAMETERS BASED ON SODA-D DATABASE 

Baseline DBB Qb BFFPN mAP@0.5 mAP@0.5:0.95 P R 

√    61.8 36.8 70.1 56.1 

√ √   62.2 36.3 70.6 56.7 

√ √ √  62.8 35.8 71.2 57.4 

√ √ √ √ 65.2 38.3 72.5 58.9 

Table 2: COMPARISON OF MODEL PARAMETERS BASED ON VISDRONE DATABASE 

Baseline DBB Qb BFFPN mAP@0.5 mAP@0.5:0.95 P R 

√    30.5 16.7 42.0 31.7 

√ √   31.1 15.8 42.5 31.5 

√ √ √  32.6 16.6 43.0 32.4 

√ √ √ √ 34.5 16.6 44.5 33.9 

As shown in the table, the improved model achieves a detection accuracy of 65% for both larger 

and smaller objects, attributed to enhancements in YOLOv8. Figures 5 and 6 display the PR curves 

of the YOLOv8 model before and after improvement under identical conditions. The improved model 

achieves an overall mAP@0.5 approximately 7% higher than the original, with a maximum mAP 

value of 0.716, significantly surpassing the unimproved structure. These results demonstrate that the 

proposed improvements to the YOLOv8 model greatly enhance detection accuracy, underscoring the 

significance of this work. 

3.3. Visualize experiments 

This paper compares the proposed model with the baseline method based on YOLOv8 technology. 

Experimental images from the SODA-D database are used, displaying results from the original image, 

the proposed model, and the baseline method, as shown in Figure 7. The improved model 

demonstrates higher detection accuracy and more precise object positioning. 

 

Figure 7: The model in this paper is compared with the baseline method. 
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4. Conclusion 

Autonomous technology is rapidly advancing, with object detection playing a crucial role in ensuring 

driving safety, autonomy, traffic efficiency, and emergency response. Traditional detection 

technologies face limitations such as high costs, weather susceptibility, and low resolution. This paper 

proposes an improved autonomous target detection network based on YOLOv8, incorporating 

structural reparameterization, a bidirectional pyramid structure, and a new detection pipeline to 

achieve efficient and precise detection of multi-scale, small, and distant objects. Experimental results 

demonstrate a detection accuracy of 65.2% for larger and smaller objects, highlighting the model's 

effectiveness. The proposed approach holds promise for real-world applications and autonomous 

competitions, such as the Formula Student Autonomous China (FSAC), particularly in single-target 

and small-target detection scenarios. 
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