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Abstract: This paper focuses on the integration of edge computing in smart sensor networks. 

In Internet of Things (IoT) applications, traditional cloud computing models cause data 

processing delays due to long-distance data transmission. This transmission delay 

significantly impairs real-time data processing and feedback capabilities, particularly in time-

sensitive applications. Edge computing can transfer data to local devices for processing so 

that data that is affected by network congestion does not have to be transmitted long distances 

to the cloud for processing. It can greatly reduce the delay caused by network congestion and 

reduce energy consumption. In addition, it also provides certain guarantees for data security. 

Building upon these characteristics, edge computing offers several key advantages. First, it 

enables efficient local data processing for real-time operation. In some industrial applications 

such as smart grids and intelligent transportation systems, edge computing can operate highly 

autonomously. This avoids the delay caused by network fluctuations when transmitting to the 

cloud. This paper explores the integration of lightweight machine learning models, 

particularly TinyML, in edge computing applications. These models will improve the data 

processing capabilities of edge devices. Finally, the article also proposes further ideas for this 

new architecture to make up for the shortcomings of the architecture in task allocation and 

data processing.  
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1. Introduction 

In modern times, the popularity of the Internet of Things has brought many conveniences to people's 

lives. The Internet of Things and its applications are very dependent on real-time data processing and 

transmission. This data processing and transmission method usually adopts the cloud computing 

model. However, people are now increasingly pursuing low latency, so that this traditional cloud 

computing model can no longer meet people's requirements. This requires finding a new method to 

replace the traditional cloud computing model. Edge computing, as one of the alternative methods, 

can just make up for the shortcomings of cloud computing. 

Edge computing technology differs from cloud computing in the way it processes data, which is 

in the devices that process data. Cloud computing usually uploads all data to the cloud and then 

processes them one by one. However, if the data to be processed is complex and the processing end 

is unique, it is easy to cause network congestion. The method used by edge computing is sends data 
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to the nearest edge node for processing in a decentralized manner. This method could avoid the delay 

which is caused by long-distance transmission of large amounts of data. And in the other hand, it is 

also reducing bandwidth usage and thus network congestion [1][2]. With these advantages, edge 

computing has been widely used. Especially in scenarios that require strict real-time response, such 

as smart cities and intelligent transportation systems (ITS). In addition, data processing at edge nodes 

could reduce energy consumption [3]. This advantage is particularly evident in wireless sensor 

networks, because their unique distributed nature amplifies these effects. In addition, the power 

source of the devices in wireless sensors is batteries. Battery life is determined by the energy 

consumption of the device [4]. In addition, edge computing can also protect user privacy and security. 

Since data is mainly processed on the local edge device, data leakage can be avoided when it is 

transmitted to the remote server. Therefore, edge computing is also common in industrial IoT and 

smart grids where the risk of data leakage is high [2]. However, edge computing is not perfect. This 

imperfect characteristic is largely due to its limited computing power. Therefore, some studies have 

combined machine learning models such as TinyML with edge computing to improve its computing 

power. This trained model can make intelligent decisions locally without continuous communication 

with cloud resources. 

This article will introduce an embedded smart sensor network architecture based on edge 

computing. The architecture is mainly discussed from three aspects. The first is the real-time 

processing part of edge computing. This part will analyze how edge computing processes data in real 

time through edge nodes. The second part will focus on how the architecture efficiently allocates 

tasks. The last part is some new attempts in the field of edge computing. This architecture provides 

an effective way to address common challenges in IoT applications, including reducing latency, 

improving energy efficiency and protecting privacy.   

2. Embedded smart sensor network architecture  

2.1. The commonality of edge computing in different applications 

As IoT technology is widely used, people are increasingly pursuing more efficient real-time data 

processing and transmission. The problem that needs to be solved for more efficient real-time data 

processing and transmission is the delay in data processing. The data processing method of cloud 

computing is to integrate data into the cloud for processing. This method is easily affected by network 

congestion. As an alternative to cloud computing, one of the advantages of edge computing is that it 

can effectively alleviate the impact of delays on real-time data processing. It advocates transferring 

complex computing tasks from the cloud to local devices. This enables the system to respond faster. 

For industrial environments that have high requirements for real-time processing, edge computing 

can provide a good processing environment. It can help avoid the time loss when data needs to be 

connected to the cloud for processing. This helps improve the responsiveness of the system. In 

addition, edge technology greatly alleviates the pressure on network bandwidth by processing data 

locally, thereby reducing the amount of data that needs to be transmitted over long distances. 

Edge technology emerges as a highly reliable solution for wireless sensor networks with stringent 

latency requirements, offering a paradigm shift in data processing approaches. In a working system, 

the system's devices and sensors usually need to process a large amount of complex data. If these data 

are uploaded to the cloud for processing through long-distance transmission, they will be affected by 

network congestion. These effects are often reflected as delays in data processing. This will not meet 

the needs of wireless sensor networks for real-time data processing. Edge technology does not need 

to transmit data over long distances. It only needs to use local devices for processing. Therefore, it 

does not rely too much on network transmission, but only needs to perform computing tasks on edge 

nodes. This can effectively alleviate the delay of data transmission. For example, in a smart grid 
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system, the system needs to monitor power load data in real time. When the data fluctuates abnormally, 

it needs to be processed immediately. The traditional cloud computing model is easily affected by 

network delays, resulting in low efficiency of real-time processing [5]. However, by applying edge 

computing technology to smart meters, data can be processed locally. This can effectively avoid 

network congestion. Figure 1 shows the structure of a smart meter that uses embedded edge 

computing to process data in real time. In this picture, it can be clearly see the relationship between 

data collection, local processing and central grid communication. 

 

Figure 1: Smart Meter Data Analysis System [5] 

In addition to real-time processing, low energy consumption is also a major advantage of edge 

computing. Most sensor nodes and some IoT devices rely on batteries for power supply. Batteries 

also face the problem of battery loss. Traditional cloud data processing methods transmit data to 

remote servers for processing. This approach not only devours bandwidth but also drains the energy 

reserves of sensor devices, presenting a dual challenge in resource management. Edge computing 

processes this data through local devices. Local processing can reduce energy consumption by 

reducing the frequency of transmission [6]. Especially in wireless sensor networks, system operation 

will be directly affected by battery life. If the system's working efficiency can be improved and battery 

loss can be reduced, the sensor's working time can be extended. This can also effectively reduce the 

maintenance cost of the entire system. 

In terms of protecting user data privacy and security issues, edge technology is also widely used. 

With the development of network communications, the number of IoT devices is increasing day by 

day. What follows is a huge amount of data transmission. In most common network architectures, 
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data transmission is always carried out through shared channels. In public channels, data security is 

difficult to guarantee. Edge computing allows data processing on local devices. This can effectively 

avoid the risk of data leakage. In industrial environments, edge computing can be used to monitor 

multiple sensor data. And detect abnormal behavior on local edge devices without uploading all data 

to remote servers [7]. When data is processed by local devices, it is more difficult for attackers to 

obtain data. Especially in industrial Internet of Things and some smart manufacturing systems, the 

consequences of information leakage are often fatal. These core data maintain the rise and fall of the 

entire enterprise. This information is directly related to the core competitiveness of the enterprise [8]. 

2.2. The same implementation method of edge computing 

Distributed computing architecture is a cornerstone of edge computing, characterized by its approach 

of offloading data processing from central servers to edge devices situated near data sources. This 

can reduce the burden on the cloud server and improve the efficiency of the system. In smart meter 

systems, for instance, devices leveraging edge computing technology can process data locally, 

thereby significantly reducing reliance on remote servers and enhancing system autonomy. In large-

scale IoT applications, the distributed architecture enables each edge node to process data 

independently, rather than waiting for a response from a central server. In intelligent transportation 

systems, the distributed architecture can help each traffic monitoring camera independently process 

local data to analyze road traffic conditions [9][10]. Based on the conditions of these roads, the local 

camera will feed back the situation to the central system. This can effectively reduce the amount of 

data transmission. Similarly, in smart cities, each edge node (street lights, monitoring) has the ability 

to process local data on its own. The multi-MCU architecture is detailed in Figure 2. It shows the 

flow of sensor data, embedded databases, and communication modules in a distributed system. 

 

Figure 2: IoT Gateway Architecture for Edge Computing [6] 

While distributed architecture forms the backbone of edge computing, task offloading emerges as 

another crucial component in this paradigm. Numerous studies have delved into the optimization of 

resource allocation through intelligent task offloading across various application scenarios [11][12]. 

In wireless sensor networks, the computing power of sensor nodes is limited. Task offloading can 

intelligently allocate these processing tasks to edge devices with stronger processing power for 

processing. This intelligent allocation not only minimizes energy consumption by alleviating the 

processing burden on sensor nodes, but also significantly extends their operational lifespan, 
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effectively killing two birds with one stone [11][12]. In some underwater sensor networks, the authors 

proposed using autonomous underwater vehicles (AUVs) as mobile edge nodes to collect and process 

data [12]. The propagation distance of wireless signals in water is very limited and the bandwidth is 

low. The mobile processing capabilities of AUVs can help mobile edge nodes cover a wide range of 

underwater areas. AUVs can not only move to the vicinity of sensors to obtain important data such 

as ocean temperature and salinity, but also pre-process the data in real time and send it to receivers 

on the sea surface through short-distance transmission. This avoids the cost of establishing local edge 

devices in various places underwater. Such mobile edge computing is more flexible than traditional 

static computing nodes. In addition, AUVs can perform path planning and task allocation based on 

real-time conditions. This can improve the efficiency of data collection. Figure 3 shows the multi-

access edge computing (MEC) network model. This figure clearly shows that the tasks of mobile 

devices are offloaded to the wireless sensor network and edge server network for processing.  

 

Figure 3: MEC network model [13]  

At the forefront of technology integration, researchers have made some attempts to explore the 

combination of edge computing and machine learning. Due to the limitations of edge device 

computing power and memory, edge nodes have difficulty processing large-scale machine learning 

models. This innovative combination method is to embed lightweight machine learning models 

directly into edge nodes. For example, some researchers have developed lightweight machine 

learning models (TinyML) [14]. This can provide real-time data analysis and processing capabilities 

for local devices. These developed lightweight models are the result of applying complex 

compression techniques to traditional models. Through methods such as pruning (removing less 

important connections), quantization (reducing the precision of calculations) and other advanced 

technologies, researchers have managed to create compact yet powerful models suitable for edge 

devices. The lightweight machine learning models embedded on edge nodes are used for reasoning 

tasks (making decisions and predictions on collected real-time data). For example, smart cameras can 

use machine learning models on edge nodes to process images. This video data does not need to be 

uploaded to the cloud. In addition, the edge device will synchronize the latest optimized model with 

the cloud when connected to the Internet [6]. This makes full use of the data resources of each edge 

node. 

2.3. Different implementation methods of edge computing 

Building upon the foundation of edge computing and machine learning integration, researchers have 

developed an even more sophisticated approach: edge collaborative learning. This advanced method 

leverages federated learning principles, enabling edge devices to share model parameters without 

directly exchanging sensitive data. In this innovative paradigm, each edge node independently trains 

its model using local data, after which the resulting model parameters are securely uploaded to a 

central server for aggregation and refinement. The central server will organize these parameters and 

Proceedings of  the 5th International  Conference on Materials  Chemistry and Environmental  Engineering 
DOI:  10.54254/2755-2721/127/2025.20262 

138 



 

 

update the existing model. The updated model will be transmitted to each edge node. This method 

can protect the data to a great extent and can effectively combine the data of each node to optimize 

the system [15]. The introduction of this technology helps to improve the flexibility of the network, 

especially in complex industrial networks. 

Recent studies have explored innovative network architectures to address the challenges of real-

time data processing. One such approach involves the collaboration of multiple microcontroller units, 

working in tandem to handle large volumes of data efficiently [10]. This architecture is often used in 

industrial automation. Another article proposed an architecture that combines fog computing with 

edge computing [9]. It can effectively solve the resource problem in large-scale IoT systems. This 

architecture achieves dynamic load management in large-scale IoT applications through distributed 

computing nodes. This innovative architecture achieves efficient resource allocation between edge 

nodes and the cloud, facilitating dynamic load management in complex systems such as smart cities 

and intelligent transportation networks, all through strategically distributed computing nodes. This 

architecture can reduce dependence on cloud computing. 

3. Conclusion 

This article introduces the use of edge devices in IoT environment, distributed network architecture 

and the independently trained machine learning model introduced. This architecture effectively 

addresses both latency issues in IoT environments and reduces potential data security risks. In the 

distributed computing architecture, one of the main reasons for network congestion is that complex 

computing tasks require more processing time. Task offloading addresses this challenge by 

redistributing complex computations to nearby edge devices with superior processing capabilities. 

However, this method of allocating tasks according to task complexity without state detection also 

has some disadvantages. When allocating tasks, factors such as network bandwidth and processing 

status also need to be considered. To further improve the function of the architecture, an adaptive 

system that can dynamically detect the network transmission status and make real-time adjustments 

to task allocation based on this status is necessary. Such an adaptive system can prevent the 

overloading of any single edge device with complex tasks. In addition, quantum computing-assisted 

TinyML models can also reduce the power consumption of complex device operations. This adaptive 

hybrid architecture will make the edge network smarter and more efficient. However, while current 

technological limitations pose challenges in manufacturing lightweight quantum computing chips for 

embedded and edge devices, ongoing research and development show promising potential for future 

breakthroughs. 
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