
 

 

Research on Stock Price Rise and Fall Prediction Based on 
Optimization Random Forest 

Jingqi Wang1,a,* 

1Hebei University of Economics and Business, No.47 Xuefu Road, Xinhua District, Shijiazhuang 

City, Hebei Province, 050061, China 

a. 15531560836@163.com 

*corresponding author 

Abstract: Random forest algorithm is an effective machine learning algorithm in stock return 

classification prediction, with high accuracy, but it has problems such as parameter 

optimization defects and difficulty in feature selection. To this end, based on the traditional 

random forest algorithm, a new algorithm is proposed by combining the feature selection 

particle swarm algorithm with the parameter grid search algorithm - the particle swarm 

parameter grid search random forest algorithm. Using particle swarm optimization algorithm 

for feature selection of input data, reducing the dimensionality of input data by removing 

redundant features, and introducing grid search algorithm to optimize some parameters of 

random forest, not only reduces the computational complexity of random forest algorithm, 

but also improves the classification and prediction accuracy of random forest. The 

experimental results were compared with the original random forest, decision tree, and 

support vector machine classification models, confirming that the parameter optimized 

random forest stock prediction model has higher accuracy and AUC values in model 

evaluation than other models. 

Keywords: random forest, Technical indicators, Parameter optimization, Grid search, Stock 

price prediction 

1. Introduction 

Investment institutions have begun to use quantitative investment for decision-making in stock 

trading. Compared with traditional investment strategies, quantitative investment has significant 

advantages in systematicity, accuracy, timeliness, and diversification. In order to explore the accuracy 

of the random forest algorithm in predicting stock price fluctuations under pure technical indicators, 

this paper starts from the mature stock selection indicator system in China, selects five pure technical 

indicators, and establishes a stock price fluctuation prediction model based on random forest, 

providing investors with accurate stock fluctuation reference[1]. 

Random forest is an ensemble learning method that uses bagging strategy. It is an ensemble 

classifier composed of multiple decision trees that can classify and predict samples. A decision tree 

is a prediction model based on a tree structure consisting of root nodes, intermediate nodes, and leaf 

nodes. It judges the (one or more) attributes of the sample from top to bottom in sequence, until it 

reaches the leaf nodes of the decision tree and derives the final result. When there are too many 

abnormal data or too many features in the dataset, it can easily lead to overfitting. Random forest is 
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an ensemble classifier based on multiple decision trees for sample classification and prediction. 

Multiple decision trees are constructed by generating different features of multiple sub samples. In 

the final classification, voting is used for classification, and the one with the most votes is the final 

classification; For regression problems, the average method is generally used to determine the final 

result. Decision formula: 

𝐺(𝑥) = arg max 𝑦𝑖 ∑  

𝑘

𝑖=1

𝐿(𝑓𝑖(𝑥) = 𝑦𝑖) (1) 

of which 𝑓𝑖 (𝑥) Representing the i-th decision tree in the decision tree, representing the indicative 

function, G (x) refers to the classification model of the random forest. 

The construction process of random forest is shown in Figure 1. 

 

Figure 1: Random Forest Construction 

2. Random Forest Algorithm with Parameter Optimization 

With the advent of the big data era, the massive amount of data in prediction problems poses 

challenges to many classic prediction methods. The parameter values of the random forest algorithm 

will directly affect the accuracy of the algorithm's predictions. Optimizing the important parameters 

of the random forest algorithm and obtaining the optimal parameter combination is beneficial for 

improving the model's prediction accuracy. 

Parameter 1) The number of decision trees (d_estimators) is the number of decision trees, and its 

value has a significant impact on the performance of the random forest algorithm. If the value is too 

small, it will lead to underfitting of the model and poor prediction performance; As its value increases, 

the accuracy of the algorithm will also improve, but it will lead to problems such as long computation 

time and low efficiency. If the value is too high, it may even cause overfitting of the model, 

2) The maximum depth of a decision tree (x_depth) is closely related to the amount of data and 

data features. When the amount of data is large and there are many features, the value of x_depth 

must be considered 

3) The minimum number of samples that can be divided into nodes (min_stamples_split) is a key 

parameter in decision tree generation 

4) The minimum sample size of a leaf node (min_stamples_leaf), when the sample size of a node 

is less than the minimum number of separable samples, the decision tree stops partitioning 

5) The maximum number of leaf nodes is a key parameter in decision tree generation 
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The parameters 2) to 5) mentioned above need to be adjusted for large sample sizes. The process 

of the random forest algorithm with parameter optimization is shown in Figure 3. 

 

Figure 2: Schematic diagram of genetic algorithm 

 

Figure 3: Process of Random Forest Algorithm with Parameter Optimization 

The specific process is as follows: 

1) Genetically encode the above 5 parameters and generate an initial population; 

2) Substitute the parameters of each individual in the population with the random forest algorithm, 

conduct regression analysis, and obtain prediction results; 

3) Adopting a coefficient of determination 𝑅2 As a fitness measure. 

𝑅2 = 1 −
∑  𝑛

𝑖=1 (𝑦𝑖 − 𝑓(𝑥𝑖))2

∑  𝑛
𝑖=1 (𝑦𝑖 − �̅�)2

(2) 

of which 𝑦𝑖 For the true value, 𝑓(𝑥𝑖) To predict the value, �̅� For the true mean value, the closer 

the coefficient of determination is to 1, the higher the accuracy of the model; 
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4) Determine whether the termination condition of the genetic algorithm is met. If it is met, end 

the calculation. The current best random forest prediction result is the final result. Otherwise, select, 

cross, mutate, and reduce to regenerate a sufficient number of individuals and form a population: 

5) Repeat steps 2), 3), and 4) 

3. Feature selection and processing 

The feature selection of quantitative stock selection strategy can be roughly divided into two aspects: 

fundamental indicators and technical indicators. The former is represented by multi factor models, 

while the latter is represented by momentum reversal strategies. Traditional analysis of technical 

indicators relies on investors' experience[2]. They found that the combined effect of technical 

indicators was significant. Therefore, this paper established a multi factor model of pure technical 

indicators. Five pure technical indicators, namely relative strength, rate of change, energy tide, 

moving average of similarities and differences, and William index, were calculated from raw data as 

the characteristics of the random forest stock selection model. The meanings and specific calculation 

steps of the five pure technical indicators can be found in "Technical Analysis A-Z" and Baidu Baike. 

The technical indicators and classifications used in this article are shown in Table 1. 

Table 1: Technical Indicators and Classification 

Technical indicator category Technical indicator name and abbreviation key parameter 

Directional Movement Index MACD index smooth moving average 12,26,9 

Awesome Oscillator ROC rate of change indicator 14 

Energy index OBV energy tide 1 

Momentum index Williams% R Williams Indicator 14 

Relative Strength RSI relative strength 14 

 

According to the statistics of each indicator, it can be seen that there are significant differences in 

data between each indicator, especially OBV, whose average value is often much larger than other 

indicators. In order to eliminate dimensional errors between scalars, all data features are standardized 

and data samples containing missing and singular values are removed. 

4. Experimental results and analysis 

Experiment 1 selected the closing price, opening price, highest price, and lowest price of Vanke 

Securities, a representative A-share company, for each trading day from April 30, 2021 to June 30, 

2023, as the classification samples. Compare the closing price delayed by 14 days with the closing 

price of the day. If it rises, label it as 1; otherwise, label it as -1. After feature calculation and 

processing, the final experimental data contains a total of 516 trading days[3]. 

During the experiment, the dataset was first randomly divided into a training set (345 trading days) 

and a testing set (171 trading days) in a ratio of approximately 2:1. Then, the training set was used to 

perform grid searches on the two main parameters of the random forest, namely the number of 

decision trees and the maximum number of features. The average score of the test set (115 trading 

days) obtained through 3-fold cross validation was used as the evaluation index, and the highest 

scoring parameter combination was selected to construct the final random forest stock prediction 

model. According to the data, the range of tree parameters for the parameter tree is set to 

1<n_estimators<345. As it is not very sensitive to the impact on the random forest, the step size is set 

to 50. The maximum depth range of the tree is 1 ≤ max_depth ≤ 5, and the step size is 1. The 

visualization of the grid search results is shown in Figure 4. 
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Figure 4: Visualization of Grid Search Results 

The optimal parameter value k=150 was obtained through grid search, m=5. It can also be seen 

from the visualization that as the maximum number of features increases, the model score increases. 

After determining the model, keep all other variables the same, set the parameters to default values, 

and then compare the accuracy with the optimal parameter experimental test. The test results are 

shown in Table 2. The accuracy of the parameter optimized random forest stock prediction model is 

about 77%, which is about 2% higher than the default value. It can be seen that the classification 

ability of the parameter optimized random forest algorithm has been improved. 

Table 2: Comparison of experimental results before and after parameter optimization 

 n_estimators max_depth accuracy 

Default value 10 5 0.7485 

optimization 150 5 0.7661 

 

In 2013, Liu Daowen et al. analyzed the basic principles of support vector machine prediction and 

determined the optimal regression parameters using cross validation to predict the stock price index. 

The research results showed that the support vector machine prediction method could accurately 

reflect the trend of stock price index changes. In order to further test the effect of parameter optimized 

random forest on stock classification under pure technical indicators, this paper constructs a 

parameter optimized random forest stock prediction model and compares the experimental results 

with the original parameters of random forest, decision tree, and support vector machine for stock 

classification[4]. 

 

Figure 5: ROC curve 
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As shown in Figure 5, ROC curves are plotted based on the training results of four different 

algorithms: support vector machine (a), decision tree (b), original random forest (c), and parameter 

optimized random forest (d). The horizontal axis represents "false positive rate (FPR)" and the vertical 

axis represents "true positive rate (TPR)". From Figure 2, it can be roughly seen that when TPR is on 

the same horizontal line, the parameter optimized random forest predicts the lowest false positive rate, 

followed by the original random forest, and the support vector machine predicts the worst. Meanwhile, 

the AUC values of the four are 0.53, 0.73, 0.82, and 0.85, respectively, indicating that under pure 

technical indicators, the generalization ability of random forest for Vanke Securities prediction is 

relatively better. 

In Experiment 2, in order to demonstrate the effectiveness of parameter optimization of random 

forest in stock prediction, data from four securities companies, Ping An Bank, Shenzhen Zhenye A, 

Shenzhou High speed Railway, and Beautiful Ecology, were calculated and obtained for each trading 

day from April 30, 2021 to June 30, 2023. The rise and fall of the stocks of the five securities 

companies were predicted separately. Table 3 shows the experimental results of different stock 

predictions. The results show that all five securities companies achieved high accuracy in the 

prediction of random forest after parameter optimization, with Ping An Bank having the highest 

prediction accuracy, about 6% higher than the original random forest prediction accuracy. Under the 

parameter optimized random forest prediction, the accuracy of other securities companies is higher 

than that of the original random forest, decision tree, and support vector machine, which further 

demonstrates the superiority of the random forest stock prediction model and the effectiveness of 

parameter optimization. 

Table 3: Experimental results of different stock predictions 

Securities abbreviation 

Support 

vector 

machine 

decision 

tree 

Primitive 

Random Forest 

Parameter 

optimized random 

forest 

Ping An Bank 0.5977 0.6568 0.7751 0.8343 

vanke 0.5965 0.6316 0.7485 0.7661 

Shenzhenye A 0.5630 0.6222 0.7333 0.7481 

Shenzhou High Speed 

Railway 
0.6456 0.6392 0.7342 0.7405 

Beautiful ecology 0.6024 0.6625 0.7108 0.7590 

 

Finally, based on the predicted results, analyze the rise and fall of the stock. If the classification 

result is 1, it indicates that the stock will still maintain an upward trend after 14 days, and -1 indicates 

that the stock will soon decline after 14 days. From the prediction results, it can be concluded that 

stocks will continue to rise during a certain period of time. For example, the 300-400th data sample 

represents all trading days in the dataset from July 31, 2022 to December 24, 2022. Therefore, 

investors can hold positions during the continuous rise of stocks and close them out for profit when 

they fall[5]. 

5. Summary 

This article proposes a stock price rise and fall prediction model based on random forest for stock 

prediction problems. Due to the slow update of fundamental indicators and to prevent investment 

behavior from overly relying on experience, multiple purely technical indicators are constructed for 

stock prediction. On the other hand, grid search is used to optimize the parameters of the random 

forest. Ultimately, through experiments on the rise and fall of stock prices for different stocks, it was 
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found that under multiple purely technical indicators, the parameter optimized random forest had 

relatively more reliable predictive models for stocks, providing good investment references for 

investors and reflecting the predictability of the stock market. However, as the Chinese stock market 

continues to develop, the construction and selection of indicators, as well as the optimization of 

algorithms, still need to be further improved in future research. 
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