
Recognition of handwritten digital neural network 

construction and improvement 

Zhenqun Shao 

Faculty of Engineering, University of Bristol, Bristol, England, United Kingdom BS8 

1TH 

 

Wohelijiaweishi@iCloud.com 

Abstract. More and more neural network algorithms are being invented and improved, but the 

most basic algorithms are still useful in learning or practice areas. This essay is about building a 

digital recognition neural network from scratch, whose implementation has a completely original 

core code and details and precisely elaborates the whole process of basic neural network 

construction through detailed mathematical derivation, combined with the idea of programming. 

Furthermore, this project deeply researched and analyzed recognition accuracy according to the 

identified data of the neural network built for the project, then improved the algorithm used by 

increasing the accuracy from 86.93% to 99.1% and finally successfully explained the role of raw 

data preprocessing. 
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1.   Introduction 

This article examines the use of the Python base package to implement a neural network for recognizing 

handwritten digits. The development of neural networks is very rapid, and the theory of neural networks 

in the learning process is mainly presented in mathematical form, and the realization of a complex neural 

network can be used by the built package. At present, backpropagation neural networks have been used 

in various aspects, such as military, medical, biotechnology, etc. However, there is very little 

information on the implementation of neural networks in basic code. Since David E. Rumelhart proposed 

this theory, its development has been quite obvious, and many variants have increased the rate of 

calculation according to its extended variants. At present, the main focus of the paper is how to apply 

backpropagation, such as physics, biotechnology and other fields, but there is little in-depth analysis of 

the method of algorithm implementation and the reasons for the specific implementation details [1][2]. 

This paper applies this technique to image recognition, using easy-to-understand language, transforming 

the mathematical theory of neural network construction into a form that is easy to write in Python code, 

explaining the important and necessary characteristics of image recognition algorithms in the early 

stages of processing images. It expands the scope of neural network applications and enables beginners 

to learn and deeply understand backpropagation algorithms. This article combines graphics and text to 

explain the computational process of each element in a multi-layer neural network. In terms of specific 

implementation, explain the propagation syntax of Python to implement matrix fast operations, one-hot 
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encoding of data processing, etc. Beginners can combine code to deeply understand the algorithm and 

facilitate learning neural networks. 

2.   Building a neural network 

Learning how to build a neural network from scratch is the foundation of machine learning, and it also 

tests the ability to use computer languages. This time, Python and Mnist datasets, as well as the 

backwards propagation algorithm, are used to construct a neural network capable of recognizing 

handwritten words [3]. 

2.1.   Data and data pre-processing 

The dataset used for this project is Nmist, which contains 60,000 training data and 10,000 testing data 

[3]. A large amount of data facilitates the training of the underlying neural network. First, the dataset 

consists of images followed by a number tag to record what number it is. The part of preprocessing the 

picture requires three steps, respectively to tenser, normalize , flatten, and one-hot encoding. 

Normalize 

 

Figure 1. Before normalize [4]. 

 

 

Figure 2. After normalize [4]. 

The data of the image is often centerless, so its descending gradient is an ellipse (figure1). When the 

neural network tries to move in the vertical direction of the gradient tangent, the repeated reciprocating 

motion will reduce the learning efficiency. After normalization, the gradient of the data closes to a circle 

(figure 2). This is very helpful to get a more accurate neural network [5]. The picture in the data is 

composed of 28*28 pixels. It cannot be used directly by the neural network. It needs to be converted 

into a one-dimensional vector before it can be passed into the neural network one by one. 
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2.2.   Model and algorithm 

 

Figure 3. One-hot encoding. 

One-hot encoding can convert decimal 0-9 numbers into 10 of 1-bit outputs. This matches with the 

output of the neural network to be designed next, which has ten outputs, each representing the likelihood 

of being recognized as a particular number [6][7]. As shown in Figure 3, when the tag is 1 for one-hot 

encoding, only the second output value is 1. 

2.2.1.  Forward propagation 

 

Figure 4. Forward propagation. 

Each layer of neural network should have input value, net-output, output value and weight coefficient. 

Only the weighted output is called net-output (figure 4). It needs to go through the activation function 

to get a number less than 1 and greater than 0 to be the output of this layer of the neural network [8][9]. 

Activation function: 

ℎθ(𝑥) =
1

1 + 𝑒−𝑥
(1) 

In general, the final output of a node should be:  

 ℎθ(𝑥) =
1

1 + 𝑒−θ𝑇𝑥
(2) 

other nodes as well 

Thus, the output of this layer can be the input of the next layer. Forward propagation was built like this. 

At the end of network, 10 output illustrate which number it could be. 
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2.2.2.  Backward propagation Cost refers to the difference between this judgment and the real value. 

To close this gap by changing the weight, you can find the appropriate weight by finding the gradient 

of the partial derivative of the weight with respect to the cost (figure 5). In other words, the relationship 

between the cost and the change of the weight is obtained, and because of the expectation of the 

reduction of the cost, it is obtained how the weight should change [8][9]. According to the chain rule: 

∂𝐶𝑡𝑜𝑡𝑎𝑙

∂θ1
=

∂𝐶𝑡𝑜𝑡𝑎𝑙

∂𝑂𝑢𝑡1
×

∂𝑂𝑢𝑡1

∂𝑁𝑒𝑡1
×

∂𝑁𝑒𝑡1

∂θ1

[7] (3) 

 

Figure 5. Backward propagation. 

It is also needed to find the partial derivatives with respect to the weights of the latter layer (figure 6). 

The only difference is that all costs need to be considered. 

𝜕𝐶𝑡𝑜𝑡𝑎𝑙

𝜕𝐶𝐿𝑎𝑠𝑡
=

𝜕𝐶𝑡𝑜𝑡𝑎𝑙

∂𝑂𝑢𝑡𝐿𝑎𝑠𝑡
 ×

𝜕𝑂𝑢𝑡𝐿𝑎𝑠𝑡

𝜕𝑁𝑒𝑡𝐿𝑎𝑠𝑡
×

𝜕𝑁𝑒𝑡𝐿𝑎𝑠𝑡

𝜕𝜃𝐿𝑎𝑠𝑡

𝜕𝐶𝑡𝑜𝑡𝑎𝑙

𝜕𝑂𝑢𝑡𝐿𝑎𝑠𝑡
=Σ

𝑖=0

9 𝜕𝐶𝑖

∂𝑂𝑢𝑡𝐿𝑎𝑠𝑡

(4) 

 

Figure 6. Further backward propagation. 

2.3.  Programming 

For programming, the layer can be defined as a class. Any neural network can be constructed by 

instantiating multiple classes of layer. When the backpropagation function is called, the parameter is 

passed as the partial derivative of the cost to the layer output, because according to the chain rule, it is 

only necessary to multiply the past parameter by the partial derivative of the output of this layer to the 

weight, which is the partial derivative of cost to the weight. In more detail, the calculation of the matrix 

is the key to saving training time [10]. According to the broadcasting principle of Python, matrices of 

different shapes are compatible with each other. 

For example, a 4*3 matrix can be added to a 1*3 matrix, python will automatically add the 

corresponding dimensions and repeat the operation [11] (figure7). 
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Figure 7. Broadcast [11]. 

3. Training and Improving neural networks 

3.1. Analysis 

After many experiments, the neural network's recognition of 3 and 8 is 86.93% and 87.17%, respectively, 

which is much lower than the recognition rate of other figures (table 1). Number 3 is always recognized 

as number 5 (figure 8). Preliminarily, this is because the handwriting of 3 and 5 is relatively the same, 

and there is only some difference in the link position of the first line. If 3 is shifted to the left, it is very 

likely to be recognized as 5. 

Table 1. Experimental results. 

Number Number of digitals in one test Wrong number Percentage of wrong  Correct 
percentage 

0 980 48 4.90% 95.10% 

1 1135 38 3.35% 96.65% 

2 1032 54 5.23% 94.77% 

3 1010 132 13.07% 86.93% 

4 982 76 7.74% 92.26% 

5 892 63 7.06% 92.94% 

6 958 50 5.22% 94.78 

7 1028 77 7.49% 92.51% 

8 974 125 12.83% 87.17% 

9 1009 73 7.23% 92.77% 

 

Figure 8. Number 3 and 5. 

3.2. Hypothesis and verification 

The number was rotated randomly fronm 0 to 90 degrees (figure 9) and trained as the input value [12]. 

The accuracy of the final recognition was greatly improved to 99.1%, and there was no inaccurate 

recognition of a single word. Thus, processing of the raw data can improve the accuracy of the digit 

recognition of the neural network. 
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Figure 9. Digital result after rotation. 

4. Conclusion 

In summary, this paper presents a simple and convenient neural network for recognizing handwritten 

digits. In this process, the method of back-propagation derivation is emphasized, and the broadcast 

feature of Python is used to solve the effect of long fitting time and data preprocessing to improve the 

recognition accuracy which goes from 86.93% increase to 99.1%. It is necessary to preprocess the 

graphics as much as possible to improve the accuracy of recognition. Although this paper discusses the 

problems of data preprocessing and introduces an improvement method, it does not delve into the 

algorithm and improvement principle of processing in depth. At the same time, this article does not 

involve the most cutting-edge technology to solve the image recognition problem, nor can it most 

intuitively explain the cutting-edge technology. Future research will study cutting-edge algorithms in 

more depth and strive to solve problems with the most advanced technology. 
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