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Abstract: With the ongoing development of electric vehicles and smart cockpits, HUDs have 

become critical technology to enhance driving safety and vehicle intelligence. It reduces 

distractions and improves the user experience by projecting important information such as 

speed, navigation, and assistance data directly into the operator's field of vision. This paper 

reviewed the development and current status of automotive HUD technology, focusing on 

analyzing and comparing 6 typical designs of HUD, including the early C-HUD, the currently 

popular W-HUD, and the 4 AR-HUD types categorized by single and dual optical path 

structures. The advantages and disadvantages of each type of HUD as well as the current 

challenges were pointed out, providing an analysis and comparison of typical designs of 

different types of HUDs from the perspectives of optical path design and imaging principles, 

and introduced the advantages, limitations, and current challenges of each type of HUD, as 

well as potential solutions to these challenges. Finally, potential solutions to these challenges 

were proposed, providing insights for the future development of smarter and safer HUD 

technologies. 
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1. Introduction 

As automobiles advance toward greater intelligence and enhanced safety, the in-vehicle information 

interaction technology has experienced rapid development. The head-up display (HUD) is a smart 

information interaction technology that utilizes an optical system to project critical information 

directly into the view field of operator. The essential data, such as speed, fuel level, navigation, and 

assistance information, will directly display and the operator could easily get the information without 

diverting their gaze. This effectively shortens blind time and significantly improves safety [1]. HUD 

technology firstly developed in the 1950s and utilized in fighter jets for targeting and firing systems 

[2]. Then, HUD optical systems became increasingly applied in civil, General Motors pioneered 

integrating HUD technology into the automotive research and development sector in 1988 [1]. 

Although the technology at the time was limited to projecting simple speed information, this transition 

garnered significant attention within and beyond the automotive industry [3]. In recent years, HUD 

for automotive use has made great strides and has become a standard feature of smart cockpits.  

Over the past three decades, automotive HUD technology has undergone significant advancements. 

For the time being, the most widely adopted automotive HUD technology on the market is the 
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Windshield HUD (W-HUD), which developed from the Combination HUD (C-HUD). C-HUD, as an 

early-stage automotive HUD technology, faces challenges due to the intrinsic defect of the 

automotive front windshield arc surface. When the front windshield serves as the final reflective 

screen to show the images, the aberrations introduced by the arc windshield are difficult to be 

corrected [4]. Therefore, the C-HUD system utilizes a clear glass panel behind the windshield as the 

final reflective screen. The simple design simplified the optical design process and skipped the 

aberrations, The drawbacks introduced included limited panel area, short projection distance, and 

potential safety risks in the traffic accidents. As a result, the C-HUD design was eventually replaced 

by the W-HUD. The W-HUD utilizes the front windshield of the car as the final reflective element in 

the optical system. The front windshield of the car displays virtual image information in front of the 

car by reflecting the virtual image light into the operator's eyes. Due to the variety of windshield 

designs across different car models, W-HUD requires the customized optical path design. 

Additionally, traditional W-HUD projects a virtual image over a short distance within a limited field 

of view (FOV), typically used to display basic driving information such as speed and fuel level. 

However, this limited information no longer met the growing demands of users. In recent years, with 

the rise of augmented display technology, augmented reality heads-up display (AR-HUD) has gained 

increasing attention from the public [5-7]. AR-HUD was considered an upgraded version of W-HUD 

with updates of more comprehensive information interaction, offering not only near-field virtual 

images to display basic information but also far-field virtual images that enable the fusion of projected 

images with the real scene. Compared with traditional HUDs, AR-HUDs offered a wider field of view 

and longer imaging distance due to the design of multiple focal planes, as well as the ability to 

generate real-time images that align with the actual scene to assist in driving. Therefore, AR-HUD 

became the main development direction of HUD in the future [8,9]. 

Most AR-HUDs were designed with a single focal plane [10], which featured a relatively simple 

structure. However, this design only displayed two-dimensional images and was unable to 

dynamically adjust the driver's gaze point at different depths, which might cause visual fatigue and 

rarely provided a true AR experience. Thus, the need for dual-depth HUDs has increased. The most 

straightforward method to achieve a dual-focal-plane AR-HUD was by using two independent picture 

generation units (PGUs) and optical systems [11], which allowed for the creation of two focal planes, 

but results in a larger size and higher cost. The novel proposed design was the zoom AR-HUD system, 

which was able to adjust the imaging distance by adjusting the focus between the lenses. Though the 

design was compacted due to the use of a single optical path, frequent switching of the imaging 

distance was required to display both interactive and basic information, causing the system instability 

[12]. A recent study proposed a zoom dual-optical-path AR-HUD system, where the far optical path 

was designed as a zoom path, and the imaging distance was adjusted according to changes in vehicle 

speed [13]. However, this approach significantly increased the complexity of optical path design and 

aberration correction. 

Due to the variety of HUD technology, it is necessary to overview the current design for 

automotive HUD. This review summarized recent advancements in research on various types of 

HUDs for in-vehicle use. Firstly, a brief introduction to the basic components of HUD systems and 

their development trends would be conducted. Then, detailed analysis of the typical designs according 

to HUD types was presented, focusing on imaging principles and optical path design, while 

identifying the advantages and disadvantages of each type. Furthermore, current challenges 

associated with each type of HUD were summarized and possible solutions were proposed. Finally, 

the summary and suggestion of the development of HUD technology for vehicles was given. 
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2. HUD design and fabrication 

In this paper, various types of HUDs were analyzed. Generally, the HUD consists of a picture 

generation unit, components for designing the optical path, and a combiner (such as a windshield or 

a transparent glass panel) used to reflect virtual images into the operator's field of view. 

The HUDs introduced were listed as follows: First is the C-HUD, a system based on a single 

standalone glass panel. Although this design has lower cost and complexity, the imaging content and 

distance are limited due to the constraints of the panel area. Secondly, the current mainstream W-

HUD significantly improves imaging quality compared with the C-HUD that was introduced. 

However, the W-HUD still falls short of meeting the growing demand for intelligent vehicles driven 

by advancements in AR technology. While W-HUDs are limited to providing basic vehicle 

information, AR-HUDs have emerged as the future trend in HUD development. 

The optical path structure of AR-HUDs can be categorized into single-optical-path and dual-

optical-path systems, which were analyzed and compared accordingly. A typical design approach for 

single-optical-path AR-HUDs involves continuous zoom optical system [14], which utilizes a 

mechanical structure to adjust the distance between optical elements, enabling the system to achieve 

varying imaging distances. Leveraging the visual persistence of the human eye, the system alternated 

the projection of images while adjusting the distance between lenses to simultaneously display basic 

information in the near field and interactive information in the far field. Another type of single-

optical-path AR-HUD is based on the principle of polarization [15]. This design alters the polarization 

direction of incident polarized light by applying or removing voltage to a liquid crystal polarization 

direction rotator, and then forms different optical paths through the polarization beam splitter. By 

utilizing the persistence of vision in the human eye, rapid switching between S-polarized light and P-

polarized light enables the human eye to perceive two images at different depths simultaneously. 

The dual-optical-path system design has recently predominated in the mainstream. The latest dual-

optical-path AR-HUD designs can be categorized into two types based on the location where the 

multifocal images structure is formed: One type of system forms the images within the PGU system 

itself [6]. By designing a special projection-type PGU, a single PGU creates two image planes at 

different projection distances. These images are then reflected through a mirror group and the 

windshield to form virtual images at varying distances. The other type of system forms the images 

within the reflective mirror system [16], where two independent regions of a single PGU project two 

images. Through the proper positioning of the mirrors, one image undergoes multiple reflections in 

reflective mirror system before being reflected onto the windshield by a freeform mirror. The other 

image is directly reflected onto the windshield by the freeform mirror, ultimately creating two virtual 

images at different projection distances. 

3. HUD design analysis and challenges 

3.1. C-HUD and W-HUD  

The C-HUD employs a transparent glass panel as a combiner. The entire optical imaging system of 

the C-HUD is self-contained, with the combiner positioned directly in front of the operator’s eyes, 

enabling them to view virtual image content through the transparent glass. This design approach 

simplifies the optical design process and enhances display performance. However, the limited space 

above the dashboard restricts the size of the transparent glass panel, resulting in a smaller display area 

and a shorter viewing distance for the C-HUD. With the combiner placed between the windshield and 

dashboard, it may obstruct the operator's field of vision, negatively impacting the driving experience. 

Additionally, the glass panel poses a safety risk in an accident, leading to its rapid replacement by the 

W-HUD. 
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The W-HUD utilizes the windshield as a combiner to reflect virtual image light into the operator's 

eyes, allowing them to directly observe virtual information through the windshield. The irregular 

surface of a car’s windshield typically introduces optical aberrations during reflection. Moreover, the 

shape of the windshield varies across different vehicle models, requiring the W-HUD to be designed 

with a customized light path that accommodates the specific curvature of each model’s windshield. 

The W-HUD needs to be integrated into the limited space within the dashboard to project dashboard 

information, so its optical path structure must be simplified while still being capable of correcting 

aberrations. As a result, the design of the optical path for W-HUD is more challenging and can only 

provide basic vehicle information. Those limitations prompted the emergence of AR-HUD. The 

actual effect of each type of HUD is shown in Figure 1. 

 

Figure 1: Display effects of three types of HUDs. 

3.2. Single optical path AR-HUD 

3.2.1. Single-path AR-HUD based on continuous zoom optical system  

The design adopted a zoomable optical system [14], which used a single PGU to project images 

alternately, and a high-speed motor to adjust the distance between the lenses to form two imaging 

optical paths with different depths of field, which utilized the visual persistence characteristics of the 

human eye to ultimately realize the effect of simultaneous presentation of the near and far virtual 

images. As shown in Figure 2, the dashed light path represented the far light path system, the solid 

light path represented the near light path system, and the components indicated by the dashed lines 

represented the position after the motor drive. 

 

Figure 2: Zoomable single-path AR-HUD optical system. 

The zoomable optical system consists of an image source, a lens, a secondary reflector, and a 

primary reflector. The lens used here is a Fresnel lens with a positive focal length, responsible for 

correcting the direction of the outgoing light. The secondary reflector is a plane mirror, while the 

primary reflector is a concave mirror, that focuses the light and reflects it onto the windshield. The 
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Fresnel lens, the secondary mirror, and the primary mirror can be motor-driven, allowing the lenses 

to move along the optical axis to adjust the system's focal length. Due to the high-speed operation of 

the motor, multiple images with different depths of field can be projected at high frequency. By 

utilizing the visual persistence characteristic of the human eye, this enables the simultaneous display 

of near-field basic information and far-field interactive information. 

Although the design was compact and required few complex optical components, thus reducing 

the size and complexity of the system, the adjustment accuracy of the lenses decreased, aberrations 

increased as the fatigue accumulation of the motor structure could occur due to the frequency of high-

speed motors. The introduced aberrations were difficult to be corrected. As a result, the stability and 

continuity of imaging were difficult to guarantee. 

Overall, the design is highly dependent on the motor, with factors related to motors such as 

reliability, speed, accuracy, and lifespan are crucial for the system's stability. Furthermore, the power 

consumption and heat dissipation associated with the high-speed operation of motors cannot be 

overlooked. Especially in an in-vehicle environment, careful design of power consumption and heat 

dissipation is necessary to prevent overheating, but the stability and longevity of the entire system 

could not be easily solved. Finding solutions to these issues remains a challenge. 

3.2.2. Single-path AR-HUD based on Liquid Crystal Polarization Direction Rotators 

To avoid the defects caused by the motor, another AR-HUD design based on the polarization principle 

was proposed [15]. The optical system of this design included the lighting system, the PGU system 

and the imaging system, as shown in Figure 3, where the dashed and solid lines represented the optical 

paths under different polarization conditions, respectively, for showing near and far virtual images. 

 

Figure 3: AR-HUD system based on polarization principle. 

The PGU system included an image display source, liquid crystal polarization direction rotators, 

polarization beam splitters, and mirrors M1 and M2. The imaging system utilized two freeform 

mirrors, M3 and M4. The lighting system evenly illuminated the image display source. A 90° Twisted 

Nematic (TN) liquid crystal panel was selected as the liquid crystal polarization direction rotator. By 

applying or removing voltage from the TN liquid crystal panel, the polarization direction of the 

incident linearly polarized light on the TN liquid crystal panel could be rotated by 90° or remain 

unchanged, thereby generating S-polarized and P-polarized light. Together with the polarization beam 

splitter, the S-polarized and P-polarized light formed two separate optical paths. These paths were 

selectively refracted or reflected onto mirrors M1 or M2 in a timed sequence. By adjusting the 

positions of mirrors M1 and M2, one optical path passed through freeform mirror M3, then was 

reflected by freeform mirror M4 onto the windshield, while the other optical path was directly 
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reflected by freeform mirror M4 onto the windshield. This setup ultimately produced images with 

varying distances and sizes. Due to the fast response characteristics of TN liquid crystals, and by 

utilizing the visual persistence of the human eye, the S-polarized and P-polarized light could be 

rapidly switched, allowing the human eye to perceive two images at different distances 

simultaneously. 

Although this design replaced motors with liquid crystal polarization direction rotators and 

polarization beam splitters to achieve multi-path switching of images, thereby avoiding the drawbacks 

associated with motors and reducing mechanical complexity. The system was based on polarization 

principles and the nature of polarized light could lead to some light loss, especially when high 

brightness and high-resolution display requirements are considered. The control of polarized light 

could affect both the luminance and quality of the imaging. 

Overall, the AR-HUD system based on polarization principles offered a motor-free, high-precision 

solution through the combination of liquid crystal polarization direction rotators and polarization 

beam splitters. This design overcomes some of the drawbacks of traditional motor-driven systems, 

providing a more stable and efficient multi-depth-of-field display. However, it also faces challenges 

related to optical precision, response speed, and light loss. 

3.3. Dual optical path AR-HUD 

3.3.1. Dual-path AR-HUD based on the PGU system 

The design of this dual optical path system was based on a single PGU and two freeform mirrors [6], 

where the projective PGU used in this system was designed with a specific projection lens, which 

used three planar mirrors (M1, M2, M3) to reflect the image surface of the projection system to 

different locations in order to serve as an image source for the AR-HUD. The structure of the optical 

path of the entire system and the structure of the PGU is shown in Figure 4, where the near-field 

optical path is shown in red, and the far-field optical path is shown in blue. 

 

Figure 4: (a) PGU system & (b) Complete optical path system. 

In order to provide near-field and far-field image sources for AR-HUD, the projection objective 

in the PGU system was designed as two sets of optical paths, as shown in Fig. 4(a). The light projected 

through the projector was divided into two parts, one part of the light was directly reflected by M1 to 

form the image plane S1, which served as the near-field image source in the AR-HUD system. The 

other part of the light was reflected by M2, M3 to form the image plane S2, as the far-field image 

source in the AR-HUD system. Therefore, the PGU system in this design could directly project two 

images at different distances as image sources. Next, folding mirrors (F1, F2) transferred the image 

planes of the PGU projection objective to the diffuser screens at different positions as image sources, 

which were projected onto the windshield after reflection and correction of aberration by two 
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freeform mirrors, finally presenting two virtual images at different distances. The optical path is 

shown in Fig. 4(b). 

This design used a single PGU, which maximized the compression of the optical path and 

improved space utilization, it also offered high resistance to sunlight backflow, which enhanced the 

system's reliability. However, the system employed two freeform mirrors, which increased processing 

complexity and cost, particularly in large-scale production, where high surface accuracy was required. 

Additionally, in the PGU system, errors in the tilt angles of the flat mirrors (M1, M2, M3) could lead 

to trapezoidal distortion in the projected image, requiring subsequent correction. 

Overall, the design of the system still faces some challenges, such as the heat dissipation issue of 

the projection-type PGU system under high brightness, and the need for further improvement in its 

ability to resist sunlight backflow. 

3.3.2. Dual-path AR-HUD based on the reflective mirror system 

The system was based on a single PGU, a freeform mirror, and three adjustable folding mirrors 

creating a two-optical-path coupled adjustable AR-HUD optical system [16]. By dividing the PGU 

projection screen into near-field and far-field regions, the light was split into two optical paths, which 

were folded through different paths to form virtual images of varying sizes and distances. The far-

field optical path was relayed through folding mirrors, and adjusting the distance between these 

mirrors enabled continuous depth-of-field adjustment within a certain range. The optical path system 

is shown in Figure 5. 

 

Figure 5: Dual-path AR-HUD based on the reflective mirror system. 

Figure 5 presents the results of the dual-path design, where the near-field optical path is 

represented in red and the far-field optical path in blue. The dashed box indicates the reflective mirror 

system, which includes three folding mirrors (F1, F2, F3), while both optical paths share a single 

freeform mirror. The PGU was divided into two parts, with the light representing the near-field being 

directly reflected by the free-form mirror onto the windshield to form the near-field virtual image. 

The light representing the far-field was first blocked by F1 and reflected to F2, then reflected from 

F2 to F3. After multiple folding of the optical path, the light eventually reached the free-form mirror, 

which reflected it onto the windshield to form the far-field virtual image. This design achieved the 

presentation of near-field and far-field virtual images simultaneously by folding the light paths 

through the reflective mirror system. Additionally, to better achieve information interaction, the far-

field virtual image of the system needs to blend with real-world objects at varying distances. This 

requires the far-field virtual imaging system to possess a variable focus capability. This design 

maintained a fixed center coordinate of the PGU image plane and achieved the capability to display 

interactive information at any distance within a specific range by adjusting the total distance between 

the PGU image plane-folding mirror 1 (F1)-folding mirror 2 (F2)-folding mirror 3 (F3)-freeform 

mirror. 
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Although the far-field optical path of this design provided a flexible multi-depth virtual image 

display and improved interaction with real-world information, the resolution and field of view were 

reduced due to the division of the working area of the PGU projection, leading to smaller display size 

and lower image resolution. In addition, because the system used multiple folding mirrors, the 

position and angle errors of their placement could also lead to image distortion. 

Overall, the system still faces several challenges. Although the design supports the display of 

multi-depth virtual images, ensuring smooth and stable transitions between different depths and 

avoiding image blur caused by depth changes remain critical challenges for the implementation of 

this technology. 

4. Summary 

To summarise, HUD mainly includes three components, namely the PGU system, the optical path 

system, and the combiner. Different types of HUDs have their own advantages and disadvantages as 

well as their current challenges. C-HUD used a transparent glass plate as the combiner, which reduced 

the difficulty of aberration correction and simplified the design of the optical system. However, due 

to spatial constraints on the size and position of the glass plate, its display content was limited, and 

the viewing distance was relatively short. Additionally, the use of glass panels could affect the 

operator's field of vision and safety, making this approach largely obsolete in modern electric vehicles. 

The W-HUD used the windshield as the combiner, offering high integration with the vehicle, good 

display performance, mature technology, and relatively low cost, making it the mainstream choice 

for current automobiles. However, it required the specific optical system designed for different 

windshield surface shapes and only provided basic information about the vehicle. The single-path 

AR-HUD design based on continuous zoom optical system reduced the size and complexity of the 

system. However, as the loss of high-speed motors, the precision of mirrors adjustment decreases, 

making it challenging to ensure the stability and continuity of the imaging. This design was highly 

dependent on the motor, with its reliability and precision being critical factors for system stability. 

Additionally, the heat dissipation issue caused by the motor's high-speed operation cannot be 

overlooked. To address these challenges, non-contact adjustment technologies could be considered, 

such as electromagnetic or piezoelectric driving technology, to replace traditional mechanical motors 

and mitigate precision issues caused by mechanical friction and heat accumulation. For heat 

dissipation, thermal conduction devices can be designed near the motor and lens components to 

effectively transfer heat away. The single-path AR-HUD based on Liquid Crystal Polarization 

Direction Rotators leveraged polarization principles, avoiding the drawbacks associated with motors, 

reducing mechanical complexity, and enabling high-precision optical path switching. However, the 

nature of polarized light could result in some light loss, which affected the brightness and quality of 

the imaging. For this design, addressing the issue of light loss was the major challenge. To tackle this, 

enhancing the backlight system could help mitigate the impact of light loss. For instance, the luminous 

efficiency of LEDs in the lighting system could be improved. Since LEDs in HUDs often use multi-

chip packaging solutions, the number of chips could be adjusted based on illuminance requirements. 

Additionally, microstructures could be designed on the chips to concentrate light. For example, 

specific inclined surfaces could be incorporated on the sides of the chips to focus the light beams, 

thereby increasing the brightness in front of the LED and alleviating the impact of light loss. The 

dual-path AR-HUD based on the PGU system used a single PGU, which compressed the optical path 

and improved space utilization and stability. However, this design employed two freeform mirrors, 

which increased the manufacturing complexity and costs. Additionally, it demanded high precision 

in the PGU system design, facing challenges related to heat dissipation under high brightness and the 

need to enhance protection against sunlight backflow. The heat dissipation issue could be addressed 

by incorporating a thermal conduction system. To tackle the sunlight backflow problem, an additional 
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IR-cut film or polarizer could be applied to the dust cover to block sunlight that did not contribute to 

imaging. Furthermore, replacing the reflective mirrors with cold mirrors could further enhance the 

ability of system to prevent sunlight backflow. The dual-path AR-HUD based on the reflective mirror 

system offered flexible multi-depth virtual image display capabilities and more advanced interaction 

with real-world scenes. However, by dividing the projection working area of PGU, it reduced the 

system's resolution and field of view, thereby diminishing the size and clarity of the images. For this 

design, ensuring smooth and stable transitions between virtual images at different depths and avoiding 

image blur caused by depth changes are critical challenges. To address these, electronic drive lenses 

and automatic calibration systems could be integrated to dynamically adjust the optical path length 

based on real-time environmental conditions. Additionally, introducing enhanced image fusion 

algorithms to smooth transitions by adjusting the brightness and color of images at different depths 

through image processing, so as to maintain image clarity and transition stability. For the resolution 

and field-of-view issues, increasing the pixel density of the projection module could also be 

considered. The analysis and comparison of various types of HUDs were summarized in Table 1 

below. 

Table 1: Comparison & Analysis of various HUDs. 

HUD types Advantages Disadvantages Challenges Measures 

C-HUD 

(largely obsolete) 

Reduced aberration 

correction complexity; 

simplified optical 

system design 

Limited content; 

short viewing 

distance; obstructed 

view and potential 

safety risks 

- - 

W-HUD 

(Current mainstream choice) 

High integration; good 

performance; low cost 

and mature 

technology 

Customization 

requirements and 

basic info display 

only 

Insufficient 

info to 

meet user 

needs 

Developing  AR-

HUDs as the future 

trend 

AR- 

HUD 

Single-

path 

AR-

HUD 

Based on 
continuous 

zoom 

optical 

system 

Reduced size and 

complexity; basic info 

and real-world 

interaction 

Motor dependence; 

low precision and 

the stability issues 

Motor 

losses 
affect 

system 

stability; 

heat 

dissipation 

problems 

Use 
electromagnetic or 

piezoelectric drives; 

design heat 

conduction devices 

Based on 

Liquid 

Crystal 

Polarization 

Direction 

Rotators 

Reduced mechanical 

complexity and high-

precision optical path 

switching 

Significant light 

loss; affecting 

image brightness 

and quality 

Address the 

impact of 

optical loss 

Enhance backlight; 

improve the LED 

efficiency; focus 

light with 

microstructures 

Dual-

path 

AR-

HUD 

Based on 

the PGU 

system 

Compressed optical 

path; improved space 

utilization and 

stability 

High 
manufacturing 

complexity and 

costs; stringent 

PGU design 

precision 

PGU heat 

dissipation 
and 

sunlight 

backflow 

prevention 

challenges 

Design heat 
conduction system; 

add IR-cut 

film/polarizer; use 

cold mirrors 
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Based on 

the 

reflective 

mirror 

system 

Flexible multi-depth 

virtual image display 

and enhanced real-

world interaction 

system 

Reduced system 

resolution and field 

of view; 

compromised 

image size and 
clarity 

Ensure 

smooth 

depth 

transitions 

and avoid 

image 

blurring 
caused by 

depth 

changes 

Combine electronic 

lenses with auto-

calibration system; 

enhance image 

fusion algorithms; 

Increase pixel 
density 

5. Conclusion 

This paper reviewed and analyzed the development history and the latest technologies of automotive 

HUD systems. It provided an analysis and comparison of typical designs of different types of HUDs 

from the perspectives of optical path design and imaging principles, and introduced the advantages, 

limitations, and current challenges of each type of HUD, as well as potential solutions to these 

challenges. Among these, the C-HUD has been largely phased out due to its limited display content 

and significant safety concerns. In contrast, the W-HUD, with its high integration, good performance, 

and mature technology, is currently the mainstream configuration for mid-to-high-end automotive 

brands. AR-HUDs can be categorized into two types based on their optical path structure. The Single 

Optical Path AR-HUD reduces the size and complexity of the system but struggles to ensure image 

stability and quality. On the other hand, the Dual Optical Path AR-HUD offers improved stability and 

enhanced interaction capabilities with real-world environments but comes with higher manufacturing 

costs, greater complexity, and a larger size. Overall, compared to C-HUD and W-HUD, AR-HUD 

provides more comprehensive information. Its near optical path system delivers basic vehicle 

information, while the far optical path system offers real-world interaction information. Accordingly, 

its imaging area is larger, the projection distance is farther, and it integrates more seamlessly with the 

real road environment. In recent years, with continuous technological breakthroughs and cost 

reductions in AR-HUDs, their application in smart cockpits is becoming increasingly widespread. In 

the future, there is still room for improvement in areas such as display content, seamless integration 

of virtual images with the real environment, and overcoming the impact of external sunlight and other 

environmental factors. These advancements will contribute to enhancing human-machine interaction 

and the overall cockpit experience in smart electric vehicles. 
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