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Abstract. When making decisions, probabilistic reasoning is used to utilize the known 

information to predict or determine those unobserved factors and variables that are crucial for 

the outcome. To find the relationship between outcome and one or more predictors, linear 

regression is commonly used in statistics and machine learning algorithms. In this article, the 

basic concept of linear regression and hypothesis testing are reviewed. The common modern 

methods for variable and model selection including Stepwise selection, Akaike’s information 

criterion, Bayesian information criterion, and Mallow’s 𝐶𝑝 are discussed and reviewed. Each 

method and criterion have its own uniqueness and limitation depending on the dataset and the 

purpose of analysis. Through discussing this, this paper aims to inform and explain each different 

method for variable and model selection in linear regression and provide information to help 

choose the most suitable methods to predict or find the relationship between response variables 

and the independent variables for analysis. 
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1.  Introduction 

Probabilistic reasoning is used to utilize known information to predict or determine those unobserved 

factors and variables that are crucial for decision-making. It includes five crucial elements: general 

knowledge and relevant factors, supply knowledge in each situation or probabilistic model, the questions 

or query, the inference algorithm to predict the outcome, and the answer as probabilities. The model 

utilizes all the relevant general knowledge about a situation and uses the evidence and queries to answer 

questions and get an outcome. A probabilistic reasoning system is commonly used to predict future 

events, infer the cause of events, and learn from past events to better predict future events based on 

knowledge and logic. Most things happen in real life are dominated by random variables. These random 

variables are things that humans hard to control and predict. Probabilistic programming has been 

gradually discovered and used in order to better help people to control the events that did not happen . 

Logic programing can help people use what they know to make more accurate predictions for future. 

For example, to predict the future sales data of an upcoming product, we can use the data of another 

similar product in the previous year to analyze practical probroms filled with uncertainty. The 

Probabilistic programming could provide a way to use the data and logic given to answer the specified 

questions. The idea of probabilistic programming is to introduce theories and inference algorithms from 

statistics, and make the models and applications used by machine learning supported by effective 

inference evaluators, such as compilers and formal semantics in programming languages. An analysis 
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and prediction method for quantitative or continuous data is called linear regression. It is a simple 

approach to supervised learning for modeling the relationship between one response value Y and one or 

more predictors X and can show the relationship between or among each variable in a dataset including 

intensity, quantitative function, accuracy, linearity, and synergy. Linear regression was developed by 

Sir Francis Galton in the late 19th century and can support the probabilistic reasoning system by 

distinguishing the relationship between response variables and explanatory factors to assist in assessing 

the impact of confusion for observation purposes or making a crucial decision [1-23]. Linear regression 

is used to establish linear relationships between response and explanatory variables from analysis and 

learning to knowledge and results. However, the original/full model is not suitable for all situations in 

real-life data analysis and prediction, thus transformation and model selection are needed to find the best 

fit model for factors analysis and prediction. In this article, a summary of linear regression and 

methodology is performed. The goal of this paper is to discuss and review the different methods used to 

find the most proper model for linear regression analysis and further study. 

2.  Notation and Basic concept 

2.1.  Regression analysis 

Regression analysis is a statistical methodology used to predict a response variable from the other via 

utilizing the relation among quantitative variables. Regression models can be applied to experimental 

data from a fully randomized design as well as observational data. Regression models must meet certain 

requirements to apply to the data at hand, whether they are experimental or observational. 

2.2.  Simple linear regression 

Simple linear regression is a type of linear regression when there is just one independent variable or 

predictor. 𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖 + 𝜀𝑖 . It is used to determine how independent variable X affects and relates 

to response variable Y. There is only one independent variable, X, making it simple. Since the 

parameters are not an exponent or are not multiplied by or divided by another parameter, it is linear in 

the parameters. Because this variable only appears in the first power, it is also linear in the predictor. If 

the independent variable and model are linear, the variable can also be referred to as a first-order model. 

2.3.  Multiple linear regression 

A linear regression model containing two or more independent variables or predictors is called a multiple 

linear regression model. If there are p – 1 independent variable, X1, … Xp-1. The regression model 

should be:𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + ⋯+ 𝛽𝑝−1𝑋𝐼,𝑝−1 +  𝜀 . It is the most used model in real-life 

analysis to predict the relation and influence of several explanatory variables X on responsible Y. This 

can be also present in general linear regression model matrix terms.   

𝑌𝑛 ×1 = 

[
 
 
 
 
𝑌1

𝑌2

𝑌3

…
𝑌𝑛]

 
 
 
 

(1) 

𝑋𝑛 ×𝑝 = [

1
1

𝑋11

𝑋21

𝑋𝑖1

𝑋𝑖1

…
…

𝑋𝑖,𝑝−1

𝑋𝑖,𝑝−1

⋮ ⋮ ⋮
1 𝑋𝑛1 𝑋𝑛1 … 𝑋𝑛,𝑝−1

] (2) 
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𝛽𝑛 ×1 = 

[
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𝜀𝑛 ×1 = 
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…
𝜀𝑛]

 
 
 
 

(4) 

𝑌𝑛 ×1 =  𝑋𝑛 ×𝑝 𝛽𝑛 ×1 +  𝜀𝑛 ×1 (5) 

3.  Method and Selection 

3.1.  Method of least-squares 

The method of least-squares is used to find regression parameters estimators for estimating 𝜷. To 

estimate 𝜷, Consider the objective function 𝐺(𝑏) = (𝑌 − 𝑋𝑏)𝑇(𝑌 − 𝑋𝑏)𝑏; 𝑏 ∈ 𝑅𝑝. 

A vector b = 𝛽̂ that minimizes G(b) is called a least squares estimator of 𝛽. The minimum of G(b) is 

attained at 𝛽̂ if and only if 𝑋𝑇𝑋𝛽̂ =  𝑋𝑇𝑌. If X has full column rank p, 𝑋𝑇𝑋 is nonsingular, then the 

least squares estimator of 𝛽 is unique and is given by 𝑏 = 𝛽̂ =  (𝑋𝑇𝑋)−1𝑋𝑇𝑌. 

3.2.  F-test 

In linear regression, F-test test for significance of regression by using the analysis of variance. It can 

evaluate whether the independent variable and the response variable are linearly related. 

𝐹 = 
∑

(𝑦̂𝑖 − 𝑦̅𝑖)
2

𝑝 − 1
𝑛
𝑖=1

∑
(𝑦𝑖 − 𝑦̅𝑖)

2

𝑛 − 𝑝
𝑛
𝑖=1

(6) 

The p is the number of parameters. The function is also known as 𝐹 =  
𝑀𝑆𝑅

𝑀𝑆𝐸
. 

3.3.  t-test 

t-test in linear regression can check the significance of individual regression coefficients. 

𝑡𝑗 = 
𝛽̂𝑗

√𝐶𝑗𝑗√
∑ (𝑦𝑖 − 𝑦̅𝑖)

2𝑛
𝑖=1

(𝑛 − 𝑝)

(7)
 

𝐶𝑗𝑗 is 𝑗th component on matrix (𝑥́𝑥)−1 

3.4.  Variable selection 

3.4.1.  Stepwise Feature Selection 

Stepwise methods begin with the null model or with certain variables to enhance the model's 

performance, by selecting or eliminating a single variable at each step. The two most commonly used 

method is the forward selection and backward selection/elimination. 
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3.4.2.  Forward Selection 

Forward Selection begins with a null model, which contains only an intercept without any independent 

variable or predictor. The variable with the lowest residual sum of squares, or RSS, is added to the null 

model., and p simple linear regressions in the model are fitted in the model. Then, among all two-

variable models, the variable with the lowest residual sum of squares is added to the model. The process 

will stop until some conditions are met, like when the p-value for every variable in the model under 

forward selection is higher than the threshold 

3.4.3.  Backward Selection 

Backward selection starts with a full model with every variable, the process is used to eliminate the 

variable with the largest p-value, and this indicates that the least statistically significant variable is 

eliminated in each step during backward selection. The variable with the largest p-value is eliminated, 

and a new (p-1) variable model will be fit. The process will stop until some conditions are met. For 

example, the process can be stopped when every last variable meets some criteria for significance and 

has a significant p-value. 

3.5.  Information criteria 

Information criteria are based on the fit of a model that includes a penalty for complexity when used to 

measure the quality of a statistical model. The most commonly used information criteria for linear 

regression analysis are AIC and BIS/SIC. 

3.5.1.  AIC 

Akaike Information Criterion (also known as AIC) is formulated by Hirotugu Akaike and is a method 

to measure the quality of each of the available statistical models for the dataset.  

𝐴𝐼𝐶 =  −2 ∗ 𝑙𝑛(𝐿) + 2 ∗ 𝑘 (8) 

k is the number of estimated parameters, and L is the value of the likelihood. The smaller the AIC score, 

the better the model is. 

3.5.2.  BIC 

Bayesian information criterion (also known as BIC) is one variation of AIC and is formulated by 

Schwarz Bayesian. It is more conservative than AIC and more likely to select a simpler model due to 

the greater penalty.  

𝐵𝐼𝐶 =  −2 ∗ 𝑙𝑛(𝐿) + 2 ∗ 𝑙𝑛(𝑁) ∗  𝑘 (9) 

k is the number of estimated parameters, N is the number of recorded measurements or sample size, and 

L is the value of the likelihood. The smaller the BIC score, the better the model is. 

3.5.3.  Mallow’s cp 

Mallow’s Cp is formulated by Colin Lingwood Mallows, and is a method to assess the fit of the 

regression model by using ordinary least squares (also known as OLS) 

𝐶𝑝 = 
𝑅𝑆𝑆

𝑠2
− 𝑛 + 2(𝑝 + 1) (10) 

RSS is the residual sum of squares (also known as SSE or SSR, the sum of the squared estimate of errors, 

the sum of squared residuals), n is the sample size, and p is the number of parameters. 

4.  Discussion 

When considering the model selection and variable selection in linear regression, the fitness, and the 

contribution are important in decision-making because, for further linear regression analysis, the 

variables that help to predict and explain the response value are the primary focus of analysis.  
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The p-value of the t-test and F-test is not a good estimator for variable selection or model selection. 

Trying to keep significant values and eliminate non-significant values depending on the p-value of 

hypothesis testing cannot help the decision-making for analysis, because the test statistics and p-value 

can be affected by the coefficient, noise, sample size, variance, and correlation. When coefficients are 

large, the 𝛽̂𝑗, the test statistics will be large which means more significant. Reducing the noise around 

the regression line will also increase the test statistics and make all independent variables more 

significant. A larger sample size means larger test statistics which makes variables more significant. 

More variance in an independent variable while all else being equal will increase the test statistics 

making the independent variable more significant. Also, the correlation between each independent 

variable will decrease the test statistics which means less significance. For test statistic and p-value, it 

explains how well the articular coefficient is, but it does not provide any information related to the 

relevance between the response variable and independent variable.  

Stepwise variable selection based on some criterion like p-value, 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑅2, Mallow’s Cp, AIC, 

or cross-validation. Forward stepwise is a good estimator for a dataset with a large number of variables, 

even larger than the sample size since it starts with the null model without considering the full model. 

Backward stepwise will be a good estimator when considering collinearity. This is because, the 

backward stepwise start with the null model, and it is forced to keep the variables with correlation. 

However, since stepwise is based on some criterion or rule, it cannot consider all possible combinations 

of independent variables, and it might not choose the best model with biased regression coefficients, p-

value, and 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑅2, because of the rule of adding or eliminating variables. 

AIC is a good estimator to predict future observations because AIC tries to keep more information 

with selected variables or models. In this case, AIC will deal with underfitting by keeping predictors 

with important information, while also eliminating the noise to reduce the risk of overfitting.  

BIC works best to select a correct model since it is used to select the simplest true model from the 

set of candidate models. This is because BIC will choose this model with probability 1 when the simplest 

true model is included in the list of candidates and n is approximately infinity, while the probability of 

AIC is less than 1. If there is two or more model is true, AIC may not choose the simplest true model 

while BIC will. In this case, it is hard for BIC to model the dataset whose sample size is much smaller 

than the number of parameters, and it cannot handle high-dimension complex model space. 

Mallow’s Cp is used to assess the fit of the regression model and addresses the overfitting in variable 

selection or model selection because this method tries to find the model with the smallest RSS. 

Nevertheless, Mallow’s Cp is only valid for large sample sizes, because it relies on the OLS, error sum 

of squares, and the sample size is a crucial element in its equation. Also, Mallow’s Cp cannot be used 

to select models in complex collections when doing model selection or variable selection. 

Since AIC, BIC, and Mallow’s Cp are information criteria, they are limited to computing models for 

the known complexity. For linear regression, the complexity is known, but if there is no strong linear 

relationship between the independent variables and response variables, the result of these three 

information criteria will have errors and be not precise. 

5.  Conclusion 
When predicting a future event in a probabilistic reasoning system, linear regression is a useful method 

to predict and explain the relationship between predictor or independent variables and response variables. 

Since the original dataset might contain some unknown problems like noise and overfitting, variable 

selection and model selection are performed to select the wanted model for analysis. The model and 

method used in linear regression depending on the purpose of the analysis. Stepwise selection is good 

with customizable rules or criteria for variable and model selection in linear regression. If predicting the 

future event or observation is the primary goal, AIC might be the best choice for model selection, since 

it returns the model with crucial information and eliminates the variables causing overfitting. BIC can 

be used if the simplest true model is preferred for further analysis. And Mallow’s Cp can be a good 

information criterion to deal with overfitting and find the most crucial variables for decision-making. 
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